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Introduction

In their article [8], Connes and Van Suijlekom define the propagation number,
an invariant of operator systems that describes how far the operator system is
removed from being a C∗-algebra. As this is a relatively new concept, not many
properties are known. In a seminar on the article in June of 2020 hosted by
UC Berkeley, the question arose how the propagation number behaves under
standard constructions of new operator systems. The aim of this thesis is to
begin uncovering the answer to this question.

The initial goal of this thesis was specifically to investigate the tensor prod-
uct of operator systems, or in other words, see if the propagation number of the
tensor product of two operator systems can be expressed in terms of the propa-
gation number of the original operator systems. It quickly became clear that the
difficulty in answering this question lied in the behaviour of the C∗-envelope.

After this the focus shifted to the operator system structure on the dual
space of an operator system. In order to get an indication of the behaviour of
the propagation number, the examples of truncated C∗-algebras put forward in
[8] were generalized for a source of new, relatively simple operator systems. The
results of these explorations are also recorded in this thesis.

Chapter 1 is a very brief introduction into operator systems and the C∗-
envelope. It ends with the primary concern of this thesis, namely the propaga-
tion number of operator systems. Its level and scope may be somewhat limited
for the more experienced reader, but it also introduces the viewpoint we will be
taking in the rest of the thesis, and so might still be worth a look.

Chapter 2 covers the results concerning the C∗-envelope and the tensor prod-
uct, and culminates in the proof of the fact that the C∗-envelope behaves nicely
under the tensor product. It is fairly self-contained, and the reader already
familiar with operator system theory might want to focus on this chapter, as it
contains the main result of this thesis in Theorem 2.23. This theorem, as well
as Theorem 2.20 on which it is based, are new results.

In Chapter 3 a step is made into the exploration of the relation between
the propagation number and the dual operator system, as we discuss operator
systems defined in [8] for which a duality was proved in [14]. We extend the
definitions to a different context, calculate the C∗-envelopes and propagation
numbers, and discuss the possibility of a duality there.

Finally, in the Chapter 4 we take a look at possible further investigations
based on this thesis.
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Chapter 1

Preliminary definitions and
results

1.1 C∗-algebras, operator systems and operator
spaces

We start with recalling some basic definitions:

Definition 1.1. A Banach *-algebra is a Banach space A, equipped with an
algebra structure (i.e. a product that is bilinear in both its arguments) and a
*-structure (i.e. an anti-linear involution such that (xy)∗ = y∗x∗), with the
property that

‖xy‖ ≤ ‖x‖‖y‖ and ‖x∗‖ = ‖x‖
for all x, y ∈ A

Definition 1.2. A C∗-algebra is a Banach *-algebra for which ‖x∗x‖ = ‖x‖2
holds.

It can be easily seen that the bounded operators on a Hilbert space H (which
we denote as B(H) from here on) is a C∗-algebra, as well as any closed subspace
of B(H) that is closed under the *-operation (which we call a self-adjoint
subspace) and under the product. In fact, any C∗-algebra actually arises in this
way (though not uniquely); more precisely we can define the following

Definition 1.3. A linear map π between C∗-algebras that is also a homo-
morphism and respects the *-structure (i.e. π(x∗) = π(x)∗) is called a *-
homomorphism. A representation of a C∗-algebra is a *-homomorphism
into B(H) for some Hilbert space H. A representation is called faithful if it is
injective.

For structures like vector spaces and algebras, we have a canonical corre-
spondence between ideals and kernels of homomorphisms; a C∗-algebra, how-
ever, also has some analytic structure in the form of its norm, and it is therefore

7
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not immediately clear that this correspondence also holds. Although the proof
is nontrivial, the result does actually hold.

Proposition 1.4. Let π : A −→ B be a *-homomorphism between C∗-algebra.
Then π(A) ⊆ B is a C∗-subalgebra and A/ kerπ ∼= π(A).

Theorem 1.5. Every C∗-algebra has a faithful representation.

Proofs of these statements, and more general theory of C∗-algebras can for
example be found [29], among many other places. Combining Proposition 1.4
and Theorem 1.5, we can make our earlier statement more precise: that every
C∗-algebra is *-isomorphic to a C∗-subalgebra of some B(H).

In other words, (unital) C∗-algebras are closed subspaces of some B(H) that
are also closed under multiplication and the *-operation (and contain the unit).
It turns out that the construction above also works when we drop some of these
requirements; specifically, in this thesis we will examine operator spaces and
operator systems.

Definition 1.6. A (concrete) operator space is a closed subspace of B(H) for
some Hilbert space H. A (concrete) operator system is a self-adjoint closed
unital subspace of B(H) for some Hilbert space H.

It easily seen that the role of B(H) in the above definition can be replaced by
‘some C∗-algebra’: a subspace of a C∗-algebra is in particular a subspace of some
B(H) (since every C∗-algebra can be realized as a subalgebra of some B(H)),
and B(H) is a C∗-algebra. So operator spaces are equivalently subspaces of C∗-
algebras. Similarly, operator systems are self-adjoint subspaces of C∗-algebras.
In this thesis the two definitions will be used interchangeably.

Note the fact that operator spaces are usually not assumed to have units,
while operator systems are usually assumed to be unital. Nonunital operator
systems are for example treated in [31]. The unitality of operator systems makes
it so that we have access to some useful properties of C∗-algebras, such as the
following (based on the beginning of [22, Chapter 2]).

Proposition 1.7. Let E ⊆ B(H) be an operator system. Then for all e ∈ E
there are positive ei ∈ E+, i = 1, 2, 3, 4, such that

e = (e1 − e2) + i(e3 − e4)

Proof. First, we can decompose e into self-adjoint parts in E through

e = 1
2 (e+ e∗) + 1

2 (e− e∗).

So we have reduced the problem to decomposing self-adjoint elements in E into
two positive elements. For e ∈ Esa, write

e = 1
2 (‖e‖1 + e)− 1

2 (‖e‖1− e).

The fact that ‖e‖1 ≥ e and e ≥ −‖e‖1 are true in C∗-algebras (this is usu-
ally proven through the Continuous Functional Calculus; see for example [9,
Definition VIII.2.5], among many other places).
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Ian Koot Properties of the Propagation number

Remark. Note that this is not quite the result we have for C∗-algebras, where
we can decompose a self-adjoint element a as a+ − a− where a+ and a− are
positive and also a+a− = 0.

As we have defined them now, operator spaces and operator systems are a
specific kind of subspace of C∗-algebras. We would like to introduce morphisms
to make the collections of operator spaces and operator systems into categories.
For this, we discuss the abstract characterisation of operator spaces and operator
systems, from which it becomes clear what the ‘proper’ morphisms should be.

1.1.1 Abstract characterization of operator spaces and sys-
tems

For any vector space V , let Mn(V ) be the vector space of n by n matrices
with entries in V . A general element of Mn(V ) is (vij)

n
i,j=1, which we will

denote as (vij) if there is no confusion over the indices. We also will denote
Mn := Mn(C). If V carries an algebra structure, its multiplication induces
a multiplication on Mn(V ) through the standard matrix multiplication, and
if V carries a conjugate-linear involution, this induces an involution through
(vij)

∗ = (v∗ji).

Lemma 1.8. Let H be a Hilbert space, and let Hn be the direct sum of n copies
of H. Then

Mn(B(H)) ∼= B(Hn)

as *-algebras.

Proof. Note that each element of Hn is of the form (v1, . . . , vn). In particular,
we can define a linear map a through (aij) ∈ Mn(B(H)) by setting (av)i =∑
j aijvj . To see that this is bounded, note that

‖(av)i‖ ≤
∑
j

‖aijvj‖ ≤
∑
j

‖aij‖‖vj‖ ≤

∑
j

‖aij‖2
1/2

‖v‖

by the triangle inequality, definition of the norm of a bounded operator and
Cauchy-Schwarz. So we have

‖av‖2 =
∑
i

‖(av)i‖2 ≤ ‖v‖2 ·
∑
ij

‖aij‖2

meaning that a is bounded. Conversely, let A ∈ B(Hn). Let Ij : H −→
Hn be the injection into the j’th coordinate, and let Pj : Hn −→ H be the
projection onto the j’the coordinate. Then we define Aij = Pi ◦ A ◦ Ij , which
is a composition of bounded operators, and therefore a bounded operator itself,
and so we have (Aij) ∈ Mn(B(H). It is easily seen that the maps (Aij) 7→
a and a 7→ (aij) are linear and each others inverses, and that they respect
multiplication and the *-operation.
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In particular Lemma 1.8 means that we can give a norm-structure to the
vector space Mn(B(H)) by giving each element the same norm as its counterpart
in B(Hn). As we discussed in the previous section, any C∗-algebra A can
be embedded in some B(H), and so we have Mn(A) ⊆ Mn(B(H)) as a *-
subalgebra. It therefore carries a norm, and is indeed a closed subspace with

respect to this norm: if (a
(n)
ij )

n→∞−−−−→ (bij), then a close examination of the proof
of Lemma 1.8 yields that the norm of each entry is bounded by the norm of the

matrix, so that a
(n)
ij

n→∞−−−−→ bij in B(H) for all i, j. But A is a closed subspace,
so bij ∈ A for all i, j and indeed Mn(A) ⊆ Mn(B(H)) is a closed subspace. So
Mn(A) is a C∗-algebra with respect to the induced structure. Moreover, since
C∗-algebra structures are unique (see for example [29, Chapter I, Corrolary
5.4]), we do not have to specify which norm Mn(A) takes and can say that
Mn(A) is the C∗-algebra for the algebraic operations induced by A. In other
words, every C∗-algebra carries cannonical C∗-algebra structures on its matrix
spaces (independent of any concrete realization of the C∗-algebra).

Similarly, for E ⊆ B(H) an operator space (so a closed subspace), we have

Mn(E) ⊆Mn(B(H))

and so Mn(E) is actually a normed space. However, these norms are not solely
determined by the algebraic structure on E (i.e. the normed vector space struc-
ture), since one can construct isometrically isomorphic spaces E1 ⊆ B(H1) and
E2 ⊆ B(H2) such that the induced normed spaces Mn(E1) and Mn(E2) are not
all isometrically isomorphic. With this in mind we define the following:

Definition 1.9. An (abstract) operator space is a Banach space E, together
with norms ‖ · ‖n on Mn(E) for all n, such that

• All Mn(E) are complete;

• ‖x⊕ y‖n+m = max{‖x‖n, ‖y‖m} for x ∈Mn(E) and y ∈Mm(E);

• ‖αxβ‖n ≤ ‖α‖Mn
‖x‖n‖β‖Mn

for α, β ∈Mn, and x ∈Mn(E).

It is easily verified that the implicit structure we found above satisfies these
criteria: we can therefore conclude that any concrete operator space is also an
abstract operator space. The converse is much less obvious, but also turns out
to be true; more specifically, we introduce a notion of a morphism for operator
spaces, and conclude that every abstract operator space is isomorphic in this
sense to a concrete operator space.

Definition 1.10. Let E and F be abstract operator spaces, and let φ : E −→ F
be a bounded linear map. Define

φ(n) : Mn(E) −→Mn(F ) with
e11 e12 · · · e1n
e21 e22 · · · e2n
...

...
. . . · · ·

en1 en2 · · · enn

 7→


φ(e11) φ(e12) · · · φ(e1n)
φ(e21) φ(e22) · · · φ(e2n)

...
...

. . . · · ·
φ(en1) φ(en2) · · · φ(enn)

 .
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Let ‖φ(n)‖n be the operator norm of φ(n) : Mn(E) −→ Mn(F ). We say φ
is completely bounded if supn→∞ ‖φ(n)‖n < ∞. We say φ is completely
isometric if ‖φ(n)(x)‖ = ‖x‖ for all n ∈ N, x ∈Mn(E).

Theorem 1.11 (Ruan). Every abstract operator space is completely isometric
to a concrete operator space.

For a proof, see for example [12, section 2.3], [22, Theorem 13.4].
Finally, we turn to operator systems, for which the situation is very similar.

SinceMn(B(H)) is a C∗-algebra, there are notions of self-adjoint elements and of
positive elements (which agree with the notions on B(Hn) since *-isomorphisms
are in particular *-preserving and positive). This means that for a self-adjoint
unital closed subspace E ⊆ B(H) the *-operation descends to a *-operation on
E and we can identify the cones

Mn(E)+ = Mn(E) ∩Mn(B(H))+

which lie in the self-adjoint part of Mn(E). We therefore define the following.

Definition 1.12. We call a vector space with conjugate linear involution ∗ a
∗-vector space. Let E be a ∗-vector space. Define

Esa := {x ∈ E | x∗ = x}.

Definition 1.13. A *-vector space is called matrix-ordered if it is supplied
with real cones Mn(E)+ for each Mn(E) such that

• Mn(E)+ ∩ (−Mn(E)+) = {0} for all n ∈ N;

• For A ∈Mn×m, we have that x ∈Mn(E)+ implies A∗xA ∈Mm(E)+.

Alternatively we will write x ≥ 0 if x ∈Mn(E)+, and x ≥ y if x−y ∈Mn(E)+.

Definition 1.14. An element e ∈ Esa is called an order unit if for every x ∈
Esa there exists a r ∈ [0,∞) such that −re ≤ x ≤ re. We call e Archimedean
if x ≥ −re for all r ∈ (0,∞) implies x ≥ 0. We call e ∈ Esa an Archimedean
matrix order unit if (δije) is an Archimedean order unit in each Mn(E). An
(abstract) operator system is a matrix-ordered space with archimedean matrix
order unit.

Again, we define a morphism to introduce a notion of isomorphism, and con-
clude that all abstract operator systems are in fact concrete operator systems.

Definition 1.15. Let φ : E −→ F be a linear map between abstract operator
systems. It is called completely positive if φ(n)(Mn(E)+) ⊆ Mn(F )+ for all
n. If φ is bijective, and both φ and φ−1 are completely positive, then φ is called
a complete order isomorphism.

Theorem 1.16 (Choi-Effros). Every abstract operator system is completely or-
der isomorphic to a concrete operator system.
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For a proof, see for example [22, Theorem 13.1].
Clearly, every concrete operator system is in particular a concrete operator

space. For the abstract structures, this is much less clear: we need to retrieve a
norm from the ordering. This is where the unitality of the operator systems is
very useful. The following proposition can for example be found in [22, Lemma
3.1] and [12, Proposition 1.3.2]; the proof is based on the former.

Proposition 1.17. Let A be a unital C∗-algebra. For all a ∈ A we have

‖a‖ ≤ 1⇔
(

1 a
a∗ 1

)
≥ 0

Proof. It suffices to check the statement for a C∗-algebra represented on some
Hilbert space H. We see that for v1, v2 ∈ H we have〈(

1 a
a∗ 1

)(
v1
v2

)
,

(
v1
v2

)〉
=

〈(
v1 + av2
a∗v1 + v2

)
,

(
v1
v2

)〉
= ‖v1‖2 + 〈av2, v1〉+ 〈v1, av2〉+ ‖v2‖2

By Cauchy-Schwarz we have

|〈av2, v1〉| ≤ ‖av2‖‖v1‖ ≤ ‖a‖‖v2‖‖v1‖

and in general we have

−2|〈av2, v1〉| ≤ 2Re〈av2, v1〉 = 〈av2, v1〉+ 〈v1, av2〉.

So in particular we can conclude that〈(
1 a
a∗ 1

)(
v1
v2

)
,

(
v1
v2

)〉
≥ ‖v1‖2 + ‖v2‖2 − 2‖a‖‖v2‖‖v1‖.

Now if ‖a‖ ≤ 1 then the lower bound is bounded below by (‖v1‖ − ‖v2‖)2 and
therefore positive. Conversely, because ‖a‖ = sup |〈av1, v2〉|, if ‖a‖ > 1 then
there exist unit vectors v1, v2 such that |〈av1, v2〉| > 1. By multiplying one of
the vectors with a complex phase we can realize 2Re〈av2, v1〉 < −2 so that〈(

1 a
a∗ 1

)(
v1
v2

)
,

(
v1
v2

)〉
< 0

By this proposition we can see that the order structure of an abstract oper-
ator system defines a norm structure on the matrix spaces, so that indeed an
abstract operator system is in particular an abstract operator space.

Using this abstract characterization, we can construct new operator spaces
and operator systems; we simply have to supply a vector space with the corre-
sponding structures on its matrix spaces. We will make use of this approach in
the next section.
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1.2 Space of Completely Bounded maps

Let E and F be two operator spaces, and let CB(E,F ) denote the space of
completely bounded maps from E to F . It is easily seen that this is a vector
space under pointwise operations. We are actually able to supply it with an
operator space structure; this construction can for example be found in [12, p.
45 - 46], [24, Section 2.3] and [22, Proposition 14.7].

Note that Mm(Mn(F )) ∼= Mmn(F ) as linear spaces, and so we can give
Mn(F ) the induced operator space structure. Note also that in this way we
have a norm on Mn(Mm(F )), and that Mm(Mn(F )) is linearly isomorphic to
it through rearrangement of indices. This is in fact an isometry, because the
rearrangement of indices is implemented by a unitary base change, which have
unit norm, and so by definition of a matrix norm this leaves the norm invariant.

Lemma 1.18. Let E and F be operator spaces. Then

Mn(CB(E,F )) ∼= CB(E,Mn(F ))

as vector spaces, where (φij) ∈ Mn(CB(E,F )) is mapped to φ : e 7→ (φij(e)) ∈
Mn(F ), and conversely the map φ ∈ CB(E,Mn(F )) is sent to (φij) with
φij(e) = φ(e)ij.

Proof. As noted in the proof of Lemma 1.8, we have for Fij ∈ Mn(F ) (so that
(Fij)

m
i,j=1 ∈Mm(Mn(F )) that

‖Fij‖ ≤ ‖(Fij)ni,j=1‖ ≤

∑
ij

‖Fij‖2
1/2

(where the left inequality holds for all i, j).
First, let (φij)

n
i,j=1 ∈ Mn(CB(E,F )). We need to show that the map φ :

E −→Mn(F ) given by φ(e) = (φij(e))
n
i,j=1 is completely bounded. For this, let

(ekl)
m
k,l=1 ∈Mm(E). Then

φ(m)((ekl)
m
k,l=1) = (φ(ekl))

m
k,l=1 = ((φij(ekl)

n
i,j=1)mk,l=1 ∈Mm(Mn(F )).

By the remark preceding this lemma, we can calculate the norm of this element
in Mn(Mm(F )) to conclude

‖φ(m)((ekl)
m
k,l=1)‖2 = ‖((φij(ekl)ni,j=1)mk,l=1‖2 = ‖((φij(ekl)mk,l=1)ni,j=1‖2

≤
n∑

i,j=1

‖(φij(ekl))mk,l=1‖2 =

n∑
i,j=1

‖φ(m)
ij ((ekl)

m
k,l=1)‖2

However, since the φij are completely bounded, this means that

‖φ(m)((ekl)
m
k,l=1)‖2 ≤

n∑
i,j=1

‖φij‖2cb‖(ekl)mk,l=1‖2 = ‖(ekl)mk,l=1‖2
n∑

i,j=1

‖φij‖2cb

13
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so that indeed φ is completely bounded.
Conversely, suppose that φ : E → Mn(F ) is completely bounded. We need

to show that the map φij : e 7→ φ(e)ij is completely bounded. For this we note
that

‖φ(m)
ij ((ekl)

m
k,l=1)‖ = ‖(φij(ekl))mk,l=1‖ ≤ ‖((φij(ekl))mk,l=1)ni,j=1‖

and using again the remark preceding this lemma we have that

‖((φij(ekl))mk,l=1)ni,j=1‖ = ‖((φij(ekl))ni,j=1)mk,l=1‖

= ‖(φ(ekl))
m
k,l=1‖ = ‖φ(m)((ekl)

m
k,l=1)‖ ≤ ‖φ‖cb‖((ekl)mk,l=1)‖.

So ‖φ(m)
ij ‖ ≤ ‖φ‖cb and therefore φij is indeed completely bounded.

It is now easy to check that the maps φ 7→ (φij)
n
i,j=1 and (φij)

n
i,j=1 7→ φ are

linear and eachothers inverses.

Since CB(E,Mn(F )) is a normed space using the completely-bounded norm,
we have induced norms on the matrix spaces of CB(E,F ). The properties of
operator space norms are easily checked: they follow from the properties for the
norms on Mn(F ).

The following shows that for bounded maps into Mn it is very easy to be
completely bounded. The proof is adapted from [24, Prop. 1.12] and [12, Lem.
2.2.1, Prop. 2.2.2]. We use the fact that Mm(Mn) acts on (Cn)m; elements of
this latter space are of the form x = (xi)

m
i=1 for xi ∈ Cn, with inner product

〈x, y〉 =
∑
i〈xi, yi〉.

Lemma 1.19. Let x1, . . . , xm ∈ Cn, for m ≥ n. Then there exist y1, . . . , yn ∈
Cn and an isometric matrix b ∈Mm×n such that

xi =

n∑
j=1

bijyj .

Moreover, we have that
∑m
i=1 ‖xi‖2 =

∑n
i=1 ‖yi‖2.

Proof. Define vectors x̃1, . . . x̃n ∈ Cm through (x̃i)j = (xj)i. Then the x̃1, . . . x̃n
span a subspace of Cm of dimension at most n, and so there exists an isometry
b : Cn −→ Cm such that the span of the x̃j lies in its image. So there are
ỹ1, . . . ỹn ∈ Cn such that b(ỹj) = x̃j . So in particular

(xi)j = (x̃j)i =

n∑
k=1

bik(ỹj)k

and we therefore define y1, . . . , yn by (yk)j = (ỹj)k, to see that

(xi)j =

n∑
k=1

bik(yk)j .

14
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In other words, we have xi =
∑n
k=1 bijyj . Moreover

m∑
i=1

‖xi‖2 =

m∑
i=1

n∑
j=1

|(xi)j |2 =

n∑
j=1

‖x̃j‖2 =

n∑
j=1

‖b(ỹj)‖2

=

n∑
j=1

‖ỹj‖2 =

n∑
j=1

n∑
i=1

|(yi)j)|2 =

n∑
i=1

‖yi‖2

Proposition 1.20. Let E be an operator space, and φ : E →Mn be a bounded
map. Then ‖φ‖cb = ‖φ(n)‖. In particular we have that φ is completely bounded.

Proof. We show that for m ≥ n we have ‖φ(m)‖ ≤ ‖φ(n)‖. Since ‖φ(n)‖ ≤
‖φ(m)‖ is automatic because

‖φ(n)(e)‖ = ‖φ(m)(e⊕ 0)‖ ≤ ‖φ(m)‖‖e⊕ 0‖ = ‖φ(m)‖‖e‖

for e ∈Mn(E), this suffices.
For e ∈Mm(E), and x, y ∈ (Cn)m, then

〈φ(m)(e)x, y〉 =

m∑
i=1

〈(φ(m)(e)x)i, yi〉 =

m∑
i,j=1

〈φ(eij)xj , yi〉.

Using Lemma 1.19 we now find a, b ∈ Mm×n and v, w ∈ (Cn)n such that
xj =

∑n
k=1 ajkvk and yi =

∑n
l=1 bilwl. So

〈φ(m)(e)x, y〉 =

m∑
i,j=1

n∑
k,l=1

〈φ(eij)ajkvk, bilwl〉 =

n∑
k,l=1

〈φ((b∗ea)lk)vk, wl〉

= 〈φ(n)(b∗ea)v, w〉.

Also by Lemma 1.19 we have that if x and y are unit vectors, then so are v and
w. So in that case we have

|〈φ(m)(e)x, y〉| ≤ ‖φ(n)(b∗ea)‖ ≤ ‖φ(n)‖‖b∗ea‖ ≤ ‖φ(n)‖‖e‖

and by taking the supremum on the lefthand side, we see that ‖φ(m)(e)‖ ≤
‖φ(n)‖‖e‖, proving our claim and therefore the proposition.

Corollary 1.21. For any operator space E, with E∗ the space of continuous
linear maps, we have

E∗ = CB(E,C)

So E induces an operator space structure on CB(E,C) (the operator space
on C is the unique one, given simply by the standard operator norm of matrices),
which means that E∗ has a canonical operator space structure. We will make
use of these constructions in chapter 2.
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1.3 Dual operator system

In the previous section we were able to give an operator space structure to the
dual space of an operator space through the canonical operator space structure
on the space of completely bounded maps. In this section we apply the same
tactic to operator systems using completely positive maps, although we will
eventually restrict to the finite-dimensional case for simplicity. This discussion
is based on [8, Section 2.3] and [22, Proposition 13.2], with some additional
details filled in.

Let E and F be operator systems: we cannot replace the space of completely
bounded maps by completely positive maps (the latter do not even form a vector
space), but we can define a partial order on CB(E,F ) by letting the positive
cone be given by the completely positive maps. For this we first need to make
CB(E,F ) into a *-vector space, which we do by defining

Φ∗(e) := Φ(e∗)∗

which is indeed conjugate linear. Then a completely positive map Φ has (using
the decomposition in Proposition 1.7)

Φ∗(e1 − e2 + ie3 − ie4) = Φ(e∗1)∗ − Φ(e∗2)∗ + Φ((ie3)∗)− Φ((ie4)∗)∗

= Φ(e1)− Φ(e2) + (−iΦ(e3))∗ − (−iΦ(e4))∗ = Φ(e1)− Φ(e2) + iΦ(e3)− iΦ(e4)

since Φ is in particular positive and so both the ei and the Φ(ei) are self-adjoint.
So indeed the completely positive maps lie in CB(E,F )sa.

So we define
CB(E,F )+ = CP (E,F )

from which we induce

Mn(CB(E,F ))+ :∼= CB(E,Mn(F ))+ = CP (E,Mn(F ))

and by corollary 1.21 this gives a matrix ordering on E∗. We will denote E∗ with
this matrix ordering as Ed. We can see that positivity in M1(Ed)+ = Ed+ agrees
with our normal notion of positive functionals, since all positive functionals
are completely positive as a consequence of the following proposition (note the
similarities to Proposition 1.20).

Proposition 1.22. Let E be an operator system, and φ : E −→Mn be a linear
map. Then φ is completely positive if and only if it is n-positive.

Proof. Clearly, if φ is completely positive then it is n-positive. Suppose now
that φ(n) is positive, and let e ∈ Mm(E)+, x ∈ (Cn)m for m ≥ n. Then by
Lemma 1.19 there is an isometry b ∈ Mm×n and vectors y1, . . . , yn ∈ Cn such
that xi =

∑n
j=1 bijyj . This means that

〈φ(m)(e)x, x〉 =

m∑
i=1

〈(φ(m)(e)x)i, xi〉 =

m∑
i,j=1

〈φ(eij)xj , xi〉
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=

m∑
i,j=1

n∑
k,l=1

〈φ(eij)bjkyk, bilyl〉 =

n∑
k,l=1

〈φ((b∗eb)lk)yk, yl〉 = 〈φ(n)(b∗eb)y, y〉

Since e ∈ Mm(E)+ we also have that b∗eb ∈ Mn(E)+, and because φ(n) is
positive, this means that 〈φ(n)(b∗eb)y, y〉 ≥ 0, so that indeed φ(m) is positive for
all m ≥ n. So φ is completely positive.

Corollary 1.23. Let E be an operator system. Then f : E −→ C is positive
if and only if it is completely positive. Furthermore, g : E −→ C(X) for X a
compact Hausdorff space is positive if and only if it is completely positive.

Proof. The fact that f is completely positive if it is positive follows directly
from Proposition 1.22. For g, define gx : E −→ C by gx(e) = g(e)(x). Note
that Mn(C(X)) ∼= C(X,Mn), so we consider g(n) : E −→ C(X,Mn). Then we
define (g(n))x(e) = g(n)(e)(x). Note that

(g(n))x(e) = (g(eij)(x)) = (gx(eij)) = g(n)x (e)

so we simply write g
(n)
x . But gx is positive, so by the above g

(n)
x is positive,

and therefore we have for positive e that g(n)(e)(x) ≥ 0 for all x. So g(n)(e) is
positive for all positive e, and so g is completely positive.

Concretely, the matrix ordering on Ed is given by

Mn(Ed)+ = {(φij) ∈Mn(Ed) | e 7→ (φij(e)) is completely positive}.

For practical reasons we can slightly reformulate this description, as explained
in [22, Chapter 6]. For φ = (φij) ∈Mn(Ed), we define a representation

R[φ] : E −→Mn, e 7→ (φij(e))

and a scalar action

S[φ] : Mn(E) −→ C, (eij) 7→
∑
i,j

φij(eij).

Recall from the previous section that Mn(Mn) acts on (Cn)n.

Lemma 1.24. Let εi,j ∈ (Cn)n be the vector given by (εi,j)k = δikej, where ej
is a standard basis vector for Cn. Also, let φ = (φij) ∈Mn(E∗) and y = (yij) ∈
Mn(E). Then we have

〈R[φ](n)(y)εi,j , εk,l〉 = φlj(yki).

Proof. We calculate

〈R[φ](n)(y)εi,j , εk,l〉 =

n∑
s=1

〈(R[φ](n)(y)εi,j)s, (ε
k,l)s〉
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=

n∑
s=1

δks〈(R[φ](n)(y)εi,j)s, el〉 = 〈(R[φ](n)(y)εi,j)k, el〉

=

n∑
s=1

〈R[φ](yks)(ε
i,j)s, el〉 =

n∑
s=1

δis〈R[φ](yks)ej , el〉 = 〈R[φ](yki)ej , el〉

which is indeed by definition equal to φlj(yki).

Proposition 1.25. Let E be an operator system, and S[φ] as mentioned above
for all φ ∈Mn(Ed). Then

Mn(Ed)+ = {φ ∈Mn(Ed) | S[φ] is a positive functional}

Proof. First, suppose φ is completely positive, and let η =
∑
i ε
i,i ∈ (Cn)n. Now

for y ∈Mn(E), by Lemma 1.24, we have

〈R[φ](n)(y)η, η〉 =
∑
i,j

〈R[φ](n)(y)εj,j , εi,i〉 =
∑
i,j

φij(yij) = S[φ](y).

From this identity we can see that if φ is completely positive, then for all y ∈
Mn(E)+ we have that R[φ](n)(y) is a positive operator, so in particular we have
that S[φ](y) ≥ 0.

Conversely, suppose that S[φ] is positive. For arbitrary µ ∈ (Cn)n, we
expand µ =

∑n
i,j=1Mijε

j,i, so that we have a matrix M ∈ Mn. Then for
y ∈Mn(E) we have

〈R[φ](n)(y)µ, µ〉 =
∑
i,j,k,l

MjiMlk〈R[φ](n)(y)εi,j , εk,l〉 =
∑
i,j,k,l

MjiMlkφlj(yki).

However, we note that

(M∗yM)ki =
∑
j

(M∗y)kjMji =
∑
lj

(M∗)klyljMji =
∑
lj

MlkyljMji

so that in fact

〈R[φ](n)(y)µ, µ〉 =
∑
ki

φki(M
∗yM)ki = S[φ](M∗yM).

So if y ∈Mn(E)+, thenM∗yM ∈Mn(E)+ (by definition of an abstract operator
space). Since by our assumption S[φ] is positive, we have 〈R[φ](n)(y)µ, µ〉 is
positive. So R[φ](n) is positive.

Note that because R[φ] maps into Mn, by Proposition 1.22 it is completely
positive if it is n-positive. So R[φ] is completely positive, meaning that φ ∈
Mn(E∗). This proves the proposition.

Corollary 1.26. Let E be an operator system. Then

S : Mn(Ed) −→Mn(E)d, ϕ 7→ S[ϕ]

is an order isomorphism, i.e. it is positive with positive inverse.
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Proof. We see that the inverse of S is given by ϕ 7→ (ϕ ◦ ιi,j) for ϕ ∈ Mn(E)d,
where ιi,j : E −→Mn(E) is the injection into the (i, j) spot. Indeed,

SS−1[ϕ](e) = S[(ϕ ◦ ιi,j)](e) = ϕ
(∑

ιi,j(e)
)

= ϕ(e)

S−1S[Φ] = (S[Φ] ◦ ιi,j) = (Φij) = Φ

for ϕ ∈ Mn(E)d, and Φ ∈ Mn(Ed). Note that by the above we have that
ϕ ∈ Mn(Ed)+ if and only if S[ϕ] ∈ Mn(E)d+, so indeed both S and S−1 are
positive.

We have now supplied the *-vector space E∗ with a matrix ordering. In
order to make it into an operator system we need to include an Archimedean
matrix order unit. Such units are not too difficult to find, provided that E is
finite-dimensional, as will be the case in this thesis when discussing the dual
operator system.

Proposition 1.27. Let E be a finite-dimensional operator system, and let χ be
a faithful state, i.e. χ ∈ Ed+ of norm 1 with x > 0 implies ϕ(x) > 0. Then χ is
an Archimedean matrix order unit for Ed.

Proof. Let χ(n) = (δikχ) ∈ Mn(Ed). First, note that S[χ(n)] is a faithful on
Mn(E); indeed, for any e ∈Mn(E)+ we have

e11 = (1, 0, . . . , 0)e(1, 0, . . . , 0)∗ ∈M1(E)+ = E+

and similarly that eii ∈ E+, so that

S[χ(n)](e) =

n∑
i=1

χ(eii) > 0

because all the terms are strictly greater than zero.
Next, we show that χ(n) is an order unit. We can consider E ⊆ B(H) as

a concrete operator system; since then Mn(E) is a finite-dimensional normed
space, its set of unit vectors Mn(E)1 is compact. Also, Mn(E)+ = Mn(E) ∩
B(H)+ is closed as the intersection of closed sets, so Mn(E)+ ∩ Mn(E)1 is
compact. This means that we have

0 < M := inf{S[χ(n)](e) | e ∈Mn(E)+ ∩Mn(E)1}

because if we would have a sequence ei ∈Mn(E)+∩Mn(E)1 such that S[χ(n)](ei)
converges to zero, then because Mn(E)+ ∩Mn(E)1 is compact there is a con-

vergent subsequence eij
j→∞−−−→ e, which means S[χ(n)](e) = 0 for some e > 0,

which is a contradiction with the faithfullness of S[χ(n)]. Let ϕ ∈ Mn(Ed)sa;
then S[ϕ] has an induced norm since Mn(E) is a normed space, and taking
t := ‖S[ϕ]‖/M we have for all e ∈Mn(E)1 ∩Mn(E)+ that

S[tχ(n) ± ϕ](e) = tS[χ(n)](e)± S[ϕ](e) ≥ ‖S[ϕ]‖ − ‖S[ϕ]‖ ≥ 0.
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Here we have used that S[ϕ](Mn(E)sa) ⊆ R because

S[ϕ](e) =

n∑
i=1

ϕii(eii) +
∑
i<j

ϕij(eij) + ϕ∗ij(e
∗
ij)

=

n∑
i=1

ϕii(eii) +
∑
i<j

ϕij(eij) + ϕij(eij) ∈ R

because ϕii(eii) = ϕii(eii). So for every ϕ ∈Mn(E)sa there is a t ≥ 0 such that
−tχ(n) ≤ ϕ ≤ tχ(n).

Lastly, we prove that χ(n) is Archimedean. Suppose that

S[rχ(n) + ϕ](e) = rS[χ(n)](e) + S[ϕ](e) ≥ 0

for all r > 0 and e ∈Mn(E)+. Then in particular

S[ϕ](e) ≥ −rS[χ(n)](e) ≥ −rM‖e‖

for all r > 0, so that indeed S[ϕ](e) ≥ 0 for all e ∈Mn(E)+, which means that
ϕ ≥ 0.

Lemma 1.28. Every finite-dimensional operator system E admits a faithful
state χ.

Proof. Note that E+ ∩E1 is compact for a finite-dimensional concrete operator
system E ⊆ B(H), as discussed in the proof of Proposition 1.27 (here E1 is the
set of unit vectors in E). We have that for each e ∈ E+ ∩ E1 there exists a
positive ϕe ∈ E∗ such that ϕe(e) > 0, since this holds for B(H). By continuity
of ϕe there is then a neighbourhood Ue containing e such that 0 6∈ ϕe(Ue). We
therefore have an open cover

{Ue | e ∈ E+ ∩ E1}

of E+∩E1 which by compactness has a finite subcover; say that these correspond
to the elements e1, . . . , en. So then

∑n
i=1 ϕei is a positive functional, and for

each e ∈ E+ there is one of the ϕei that is nonzero, so indeed (after normalizing)
we have that

∑n
i=1 ϕei is a faithful state.

Corollary 1.29. Let E be a finite-dimensional operator system. Then there ex-
ists an Archemedian order unit χ ∈ Ed that makes Ed into an abstract operator
system.

We now prove two properties of the dual operator system for later use
(specifically in chapter 3). Note that a map f : E −→ F induces a pullback
fd : F d −→ Ed through

fd(ϕ)(x) = ϕ(f(x))

Lemma 1.30. For any finite-dimensional operator system E we have E ∼=
(Ed)d
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Proof. The isomorphism is given by the map f : e 7→ (ê : ϕ 7→ ϕ(e)). Since both
E and (Ed)d are finite-dimensional, this is a linear bijection. What remains is
to show that f and f−1 are completely positive.

So suppose e ∈Mn(E)+. Then for all ϕ ∈Mn(Ed)+ we have

S[f (n)(e)](ϕ) =
∑

f (n)(e)ij(ϕij) =
∑

ϕij(eij) = S[ϕ](e) ≥ 0

so f (n) is positive. Note that f (n) is also bijective with inverse (f (n))−1 =
(f−1)(n) since (f ◦ g)(n) = f (n) ◦ g(n). So for α ∈Mn((Ed)d)+ we have

S[ϕ]((f−1)(n)(α)) = S[α](ϕ) ≥ 0

for all ϕ ∈Mn(Ed)+. So since S is an order isomorphism by 1.26, we have that
all positive functionals on Mn(E) are positive on (f−1)(n)(α). By the bipolar
theorem, this means that (f−1)(n)(α) is positive.

Proposition 1.31. A map f : E −→ F between finite-dimensional operator
systems is n-positive (resp. completely positive) if and only if fd : F d −→ Ed

is n-positive (resp. completely positive).

Proof. Note that the statement for complete positivity follows for all the state-
ments of n-positivity. Due to Lemma 1.30, it suffices to show that fd : F d −→
Ed is n-positive if f is. Let ϕ ∈ Mn(F d)+; then for all e ∈ Mn(E)+ we have
that f (n)(e) ∈Mn(F )+, and therefore

S[(fd)(n)(ϕ)](e) =
∑
i,j

((fd)(n)(ϕ))ij(eij) =
∑
i,j

fd(ϕij)(eij) = S[ϕ](f (n)(e)) ≥ 0

so that indeed (fd)(n)(ϕ) is positive. So (fd)(n) is positive.

1.4 C∗-envelopes

We introduces operator systems as concrete (closed) subspaces of C∗-algebras
(that are self-adjoint and unital). After that, we introduced morphisms to
give a notion of isomorphism between these subspaces (more specifically, we
identified an abstract structure on a vector space that characterizes operator
systems with respect to this notion of isomorphism). However, it can happen
that two operator systems in non-isomorphic C∗-algebras are completely order
isomorphic, or in other words, that we can find the same operator system in
two different C∗-algebras.

For example, let D ⊆ C be the unit disc, and let Charm(D) ⊆ C(D) be the
subspace of harmonic functions on the disk, meaning all f = f1 + if2 : D −→ C
such that

∆f1 :=
∂2f1

(∂z1)2
+

∂2f1
(∂z2)2

= 0, ∆f2 = 0

where we expand z = z1 + iz2 in the domain. Through PDE theory (see for
example [13, Section 2.2.4.c]) we know that each harmonic function is continuous
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on the boundary ∂D = S1, and that for each continuous function f ∈ C(S1)
there is a harmonic function on the disc such that its restriction to the circle is f .
So as vector spaces, we have Charm(D) ∼= C(S1). What’s more, by the maximum
principle each harmonic function assumes its maximum and minimum on the
boundary, so a harmonic function is positive if and only if its restriction to the
circle is positive. So the correspondence Charm(D) ∼= C(S1) is actually an order
isomorphism. What’s more, since both spaces are embedded in commutative
C∗-algebras, we can apply corollary 1.23 to conclude that Charm(D) and C(S1)
are completely order isomorphic; but clearly the C∗-algebras in which they lie
(C(D) and C(S1)) are not isomorphic (note also that this shows that an operator
system that is completely order isomorphic to a C∗-algebra is not necessarily
a C∗-algebra, and a completely positive map between two C∗-algebras is not
necessarily a *-homomorphism).

It turns out that for a given operator system, it is possible to find realizations
into C∗-algebras with useful properties. Specifically, we turn to the C∗-envelope.
We will see that this is in some ways the ‘minimal’ C∗-algebra that contains
some given operator system. We define this C∗-algebra by its universal property.

Definition 1.32. Let E be an operator system. The C∗-envelope of E, denoted
as C∗env(E), is a C∗-algebra together with unital completely positive map π :
E −→ C∗env(E) such that

• C∗(π(E)) = C∗env(E) and π is a complete order isomorphism onto its
image π(E);

• if λ : E −→ B is a unital complete order isomorphism onto its image with
C∗(λ(E)) = B, where B is a unital C∗-algebra, then there is a surjective
*-homomorphism ρ : B −→ C∗env(E) such that π = ρ ◦ λ.

Such a λ is called a C∗-extension.

This C∗-envelope exists, and is essentially unique, as is shown in [17]. For
our purposes, we also need a more concrete description, and in order to arrive
there, we take a slight detour.

LetX be a compact Hausdorff space, and let E ⊆ C(X) be a closed subspace.
A subset S ⊆ X is called a boundary if for all f ∈ E, there is an sf ∈ S such
that f(sf ) = ‖f‖; formulated differently, a boundary for a subspace E of C(X)
is a set on which every function in E achieves its maximal value. If E separates
points, there exists a unique minimal (closed) boundary, which is called the
Šilov boundary (see for example [5, Sec. 4.1]).

We can translate this back to the algebra setting by realizing that closed
sets K ⊆ X correspond to vanishing ideals

IK = {f ∈ C(X) | f(K) = 0}.

(see for example [9, Proposition VIII.4.9]). The vanishing ideal of the Šilov
boundary of a closed subspace E ⊆ C(X) can now be seen to be the largest
ideal which we can ‘throw away’ without affecting the norm of elements in E.
This brings us to the following:
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Definition 1.33. Let E ⊆ A be a concrete operator system. An ideal I for
which the projection π : A −→ A/I is completely isometric on E is called a
boundary ideal. The maximal boundary ideal is called the Šilov boundary
ideal (or simply Šilov ideal).

Proposition 1.34. Let E ⊆ A be a concrete operator system that generates A.
Then there exists a Šilov boundary ideal I for E in A, and C∗env(E) ∼= A/I.

This was also proven in [17]. So we have already made the C∗-envelope
more concrete by showing that we can realize it in any concrete realization of
the operator system (after possible restricting the ambient C∗-algebra to the
subalgebra which the operator system generates). We can actually do better
still: even the Šilov boundary ideal has a concrete description.

Definition 1.35. Let E ⊆ A be a concrete operator system where E generates
A. A boundary representation is an irreducible representation σ : A −→
B(H) such that for all completely positive maps ρ : A −→ B(H) with σ(e) =
ρ(e) for all e ∈ E, we have that ρ = σ. We denote the set of all boundary
representations of E as ∂E.

Proposition 1.36. The Šilov boundary K of an operator system S is equal to⋂
σ∈∂S kerσ, where ∂S is the collection of boundary representations of S.

The history of these characterizations is quite interesting (see [3]). In [1, p.
171], Arveson shows this proposition for operator systems that are ‘admissible
subspaces’, or as denoted in [2, p. 1066], operator systems that have ‘sufficiently
many boundary representations’ (roughly this means that we can characterize
the norms on Mn(E) through boundary representations). Actually, Arveson
tried to show that all operator systems have sufficiently many boundary repre-
sentations, and that therefore the Šilov boundary ideal and C∗-envelope must
exist. A decade later, Hamana did show the existence of both the Šilov ideal
and the C∗-envelope; however, Hamana did so through a different method alto-
gether, thus leaving the problem of whether the above description always holds
open. In 2008, Arveson made a last attempt to prove the characterization, and
he did so for separable operator systems, though using some fairly involved tech-
niques. It was in 2013 ([10]) that Davidson and Kennedy solved the problem,
using techniques going back to Arveson’s original 1969 paper. Sadly, Arveson
had passed away in 2011. However, Davidson and Kennedy were actually a stu-
dent and grand-student of Arveson, so it is only fitting that they would finish
Arveson’s work.

1.4.1 Finite dimensions

Finite-dimensional C∗-algebras A are really well-behaved. Namely, we have for
each such A that there are n1, . . . , nm ∈ N such that

A ∼=
m⊕
i=1

Mni .
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Moreover, each Mni is simple, meaning that it has no nontrivial ideals (see for
example [21, Theorem 6.3.8], [29, Section I.11], among many others). We can
use this to significantly simplify the description of C∗-envelopes for operator
systems that we find in a finite-dimensional C∗-algebra.

Proposition 1.37. Let A be a finite-dimensional C*-algebra, and E ⊆ A be a
concrete operator system. Then C∗env(E) ∼= C∗(E).

Proof. Let π : C∗(E) 7→ C∗env(E) be the surjective *-homomorphism induced
by the universal property of C∗env(E). Specifically, kerπ ⊆ C∗(E) is an ideal.
Since C∗(E) is finite-dimensional, we can write it as

C∗(E) =

m⊕
i=1

Ai

for Ai simple. But Ai∩kerπ is an ideal in Ai, and since Ai is simple, this means
that either Ai ⊆ kerπ or Ai ∩ kerπ = {0}.

Suppose there is an Ai ⊆ kerπ (without loss of generality, assume it to be
Am). Since π|E : E −→ C∗env(E) is isometric, we must have that kerπ∩E = {0}.
But then E ∩Am = {0}, so that

E ⊆
m−1⊕
i=1

Ai =: A′.

But then E ⊆ A′ ⊆ C∗(E), with A′ a C∗-algebra, so by the fact that E generates
C∗(E), we have that A′ = C∗(E), and Am = 0.

So for all Ai we have Ai ∩ kerπ = {0} for all Ai, which means that kerπ =
{0}. So π is a *-isomorphism.

In other words, if an operator system has a finite-dimensional extension,
then it’s envelope is also finite-dimensional, and all finite-dimensional extensions
are isomorphic. This corresponds nicely to the intuition that the C∗-envelope
is somehow a ‘minimal’ extension.

When E can be seen as a subspace of a finite-dimensional space, it is def-
initely finite-dimensional. The converse, however, is in general not true: for
example, if we take the self-adjoint subspace E spanned by the function z 7→ z
in C(S1), (i.e. the subspace spanned by z, z = z−1 and the unit), then
C∗(z, z) = C(S1) since the Laurent series are dense in the continuous func-
tions on S1. Moreover, the ideals in C(S1) are vanishing ideals IC = {f ∈
C(S1) | f(C) = {0}} for some closed subset C ⊆ S1. But, for z = eφi we have

|1− eθiz| = 1− e(θ−φ)i − e(φ−θ)i + 1 = 2− 2 cos(θ − φ)

so that the Šilov boundary of the subspace is the entire space S1, making the
Šilov boundary ideal of E the trivial ideal {0}. So C∗env(E) ∼= C∗(z, z) = C(S1),
and so all C∗ extensions of E are infinite-dimensional, even though E is finite-
dimensional.
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1.5 The Propagation number

As we have seen throughout this chapter, an operator system can be viewed as
a subspace of a C∗-algebra that is not necessarily closed under multiplication
(while still respecting the other structures of the C∗-algebra). In [8], Connes
and Van Suijlekom define a measure of how far an operator system is from being
a C∗-algebra.

The idea is that, given an operator system, we extend it by allowing products
of two elements in the operator system. This is in general a larger space, and
might or might not be closed under multiplication.

Definition 1.38. Let E ⊆ C∗env(E) be the concrete operator system given by
the C∗-envelope of E. We set

E◦n = span{e1 · e2 · . . . · en | ei ∈ E for all 1 ≤ i ≤ n}.

The propagation number prop(E) is the smallest number n such that E◦n =
C∗env(E), if it exists. Otherwise, prop(E) =∞.

Proposition 1.39. Let E and F be completely order isomorphic operator sys-
tems. Then prop(E) = prop(F ).

Proof. We prove that prop(E) ≤ prop(F ), since the reverse inequality follows
in exactly the same way. Let ϕ : E −→ F be the complete order isomorphism.
Note that we have the commuting diagram

E C∗env(E)

F C∗env(F )

iE

ϕ

iF

îF ◦ϕ

where îF ◦ ϕ is the map given by the universal property of C∗env(E). Since îF ◦ ϕ
respects multiplication and is continuous, we have that

îF ◦ ϕ(iF (F )◦n) = îF ◦ ϕ(iF (F ))◦n = îF ◦ ϕ ◦ iF (F )◦n

and then by the commutativity of the diagram and invertibility of ϕ we have

îF ◦ ϕ(iF (F )◦n) = iE ◦ ϕ(F )◦n = iE(E)◦n

So if n ≥ prop(F ) then iF (F )◦n = C∗env(F ) and so iE(E)◦n = C∗env(E) by
surjectivity. So n ≥ prop(F ) implies n ≥ prop(E), meaning that prop(F ) ≥
prop(E).

By Proposition 1.39 we can see that the propagation number is an invariant
for operator systems. In [8] Connes and Van Suijlekom actually show that
the propagation number is also invariant under stable equivalence, which is
stronger than complete order isomorphism. Interestingly, this would follow from
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Theorem 2.23 (which we will prove later), were it not for the fact that the
compact operators are non-unital, and in this thesis we only concerned ourselves
with unital operator systems. A proof of Theorem 2.23 for non-unital operator
systems would therefore directly show that the propagation number is invariant
under stable equivalence.
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Chapter 2

Tensor product and
C∗-algebras

After having laid some foundations in the previous chapter, we turn our atten-
tion to answering the principal question of this thesis: how does the propagation
number of operator systems behave under the tensor product? We will proceed
as follows:

• First, we examine the definition of the tensor product for operator systems,
and discuss some basic properties;

• Next, we describe the Šilov boundary ideal of the tensor product of op-
erator systems in terms of the Šilov ideals of the factors (specifically, we
identify a map in terms of the factors’ Šilov ideals whose kernel we show is
the Šilov ideal). From this we can immediately construct the C∗-envelope;

• Finally, we use the C∗-envelope to derive an expression for the propagation
number of the tensor product of two operator systems.

2.1 Tensor Products in C∗-algebras, operator spaces
and operator systems

2.1.1 Tensor product of C∗-algebras

For vector spaces A and B we can form the tensor product vector space A�B
(see Appendix A). If A and B are in addition *-algebras, we can enrich the
vector space structure on A � B to a *-algebra structure, which we will also
denote by A�B; we do this by setting

(a1 ⊗ b1) · (a2 ⊗ b2) = (a1a2 ⊗ b1b2)

(a⊗ b)∗ = a∗ ⊗ b∗.
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The natural question then arises: by giving A � B a norm, can it also be
completed to a C∗-algebra? The answer turns out to be yes. In fact, there are
in general multiple norms with which we can endow A � B so it completes to
a C∗-algebra. In this thesis we will be examining the minimal tensor product
norm. When A � B is supplied with this norm and completed, we will denote
it as A ⊗ B. Note that in other literature A ⊗ B is often the algebraic tensor
product, with A⊗minB being its completion with respect to the minimal tensor
product norm.

In order to define the minimal tensor norm, we first examine a concrete
construction. Given operators Ai ∈ B(Hi) for i = 1, 2, where Hi are Hilbert
spaces, we can define a map A1 ⊗ A2 : x ⊗ y 7→ A1(x) ⊗ A2(y) on elementary
tensors in H1⊗H2, and then extend linearly to the whole space. We can do this
because by linearity it is well-defined on the dense subspace H1�H2 ⊆ H1⊗H2,
and it is easily verified that on that space it is continuous, so that we can extend
continuously. We therefore have an element A1 ⊗ A2 ∈ B(H1 ⊗H2), meaning
that we can consider B(H1)�B(H2) ⊆ B(H1⊗H2). As a subspace of a normed
space B(H1)�B(H2) carries a norm, and the norm-closure of this space will be
denoted by B(H1)⊗B(H2). It can be shown that B(H1)⊗B(H2) = B(H1⊗H2)
as C∗-algebras.

The above norm, which is defined on subspaces of B(H1 ⊗ H2), is called
the spatial tensor norm. As we have seen in the previous chapter, all C∗-
algebras arise as a closed *-subalgebra of some B(H). So given A1 ⊆ B(H1)
and A2 ⊆ B(H2) C∗-algebras, we let A1 ⊗ A2 be the norm-closed linear span
of elementary tensors a1 ⊗ a2, with a1 ∈ A1 and a2 ∈ A2. In principle, this
construction depends on the chosen B(Hi), but the following Proposition shows
that actually this tensor product norm only depends on the internal C∗-algebra
structure.

Proposition 2.1. Let A1 ⊆ B(H1) and A2 ⊆ B(H2) be C∗-algebras, and let
‖ · ‖spat be the spatial tensor norm on A1 ⊗A2. Then

‖x‖spat = sup{‖π1 ⊗ π2(x)‖ | πi representation of Ai, i = 1, 2}

A proof can for example be found in [25, section 4.1], [29, section IV.4]
and [22, chapter 12]. In the context of abstract C∗-algebras, where an explicit
reference to a faithful representation on a Hilbert space is not made, this is called
the minimal tensor product. Often the above abstract characterisation of this
norm is used as the definition, after which it is shown that the two definitions
are equivalent.

2.1.2 Tensor product of operator spaces/systems

As discussed in the previous chapter, we can view operator spaces and operator
systems either as concrete subspaces of C∗-algebras, or as (*-)vector spaces
with additional structure on their matrix spaces. As such, the tensor product
of two operator spaces/systems can also be defined in either of these settings.
In this thesis we will restrict ourselves to introducing the tensor product in
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the concrete context. For an abstract characterization of the tensor product of
operator systems, see [19].

Recall that operator spaces are simply closed subspaces of C∗-algebras. So
in order to define a tensor product on operator spaces, we need to define a C∗-
algebra and a subspace in it. Given E ⊆ A and F ⊆ B operator spaces, we
set

E ⊗ F := E � F ⊆ A⊗B.

Since this construction is based on the minimal tensor norm on A⊗B, we will
call this the minimal tensor product of operator spaces. The exact same applies
to operator systems.

The following results shows that the resulting structure indeed depends only
on the structures of the factors. The proofs require a little more operator space
theory and therefore fall a bit outside the scope of this thesis, but they can be
found in [22, Corrolary 12.4] and [24, Sections 1,2.1 and 2.2].

Proposition 2.2. Let E1 and E2 be operator spaces, and let ‖ · ‖min be the
norm of E1 ⊗ E2. Then

‖x‖min = sup{‖L1 ⊗ L2(x)‖ | Li : Ei −→ B(Hi), ‖Li‖cb ≤ 1, i = 1, 2}

If E1 and E2 are operator systems, then

‖x‖min = sup{‖L1 ⊗ L2(x)‖ | Li : Ei −→ B(Hi) completely positive}

Lemma 2.3. In the above expression we restrict the suprememum to those Li
for which Hi is finite.

As noted in Appendix A, we can naturally identify E�Mn
∼= Mn(E). Using

the definitions above, we can see that this correspondence actually goes further
for operator spaces.

Lemma 2.4. For an operator space E we have

E ⊗Mn
∼= Mn(E)

as normed spaces.

Proof. For a concrete operator space E ⊆ B(H), this follows directly from the
isometric identifications

B(H ⊗ Cn) ∼= B(H)⊗B(Cn) ∼= B(H)⊗Mn
∼= Mn(B(H))

and the fact that E ⊗Mn gets its norm from the left-hand side, and Mn(E)
from the right hand side.

Recall furthermore that for linear spaces we have that the space of linear
maps X −→ Y can be identified with X∗ � Y . This still holds in nice way
for operator spaces. The proof of Proposition 2.5 is a compilation of results
referenced in [24, Section 2.3].
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Proposition 2.5. Let E1 and E2 be operator spaces. Then the map

E1 � E2 ↪→ CB(Ed1 , E2),
∑

xi ⊗ yi 7→ (e 7→
∑

e(xi)yi)

extends to a completely isometric map on E1 ⊗ E2.

Proof. Write z :=
∑
xi ⊗ yi, and denote fz : e 7→

∑
e(xi)yi. Note that for

e ∈Mn(Ed1 ) with ‖e‖ ≤ 1 we have

f (n)z (e) = (fz(ekl)) = (
∑
i

ekl(xi)yi)
n
k,l=1 ∈Mn(E2) ∼= Mn ⊗ E2.

So we consider the map R[e]⊗ IE2 : E1 ⊗ E2 −→ Mn ⊗ E2, and using the fact
that ‖R[e]‖cb = ‖e‖ by definition of the operator space structure on the dual
space, we see that

‖f (n)z (e)‖ = ‖R[e]⊗ IE2(z)‖ ≤ ‖z‖min

by Proposition 2.2. So ‖fz‖cb ≤ ‖z‖min (which in particular means that we
indeed map into CB(Ed1 , E2)).

Conversely, let L1 : E1 −→ Mn and L2 : E2 −→ Mm be linear maps with
‖Li‖cb ≤ 1. Then under the identification Mn ⊗Mm

∼= Mn(Mm) we have for
z =

∑
xi ⊗ yi that

‖L1 ⊗ IE2
(z)‖ = ‖

∑
L1(xi)⊗ yi‖ = ‖(

∑
L1(xi)klyi)

n
k,l=1‖

= ‖f (n)z ((L1(·)kl)nk,l=1)‖ ≤ ‖fz‖cb‖(L1(·)kl)nk,l=1‖

since (L1(·)kl)nk,l=1 ∈Mn(Ed1 ). But we have normed Mn(Ed1 ) = Mn(CB(E1,C))
through CB(E1,Mn) so that indeed ‖(L1(·)kl)nk,l=1‖ = ‖L1‖ ≤ 1 and ‖L1 ⊗
IE2

(z)‖ ≤ ‖fz‖cb. We now see that

‖L1 ⊗ L2(z)‖ ≤ ‖IE1
⊗ L2‖‖L1 ⊗ IE2

(z)‖ ≤ ‖L1 ⊗ IE2
(z)‖ ≤ ‖fz‖cb

so taking the supremum on the left side, we see that ‖z‖min = ‖fz‖cb. We have
therefore proven that f is isometric, and by replacing E2 by Mn ⊗ E2 we see
that

Mn ⊗ E1 ⊗ E2
∼= E1 ⊗Mn ⊗ E2

∼= E1 ⊗Mn(E2)

−→ CB(Ed1 ,Mn(E2)) ∼= Mn(CB(Ed1 , E2))

which proves that f is indeed a complete isometry.

2.2 Ideals and homomorphisms in the algebraic
tensor product

The universal property of the tensor product of vector spaces can be extended
to the following:
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Proposition 2.6. Let A,B and C be (not necessarily unital) *-algebras, and

f : A −→ C and g : B −→ C be *-homomorphisms. Let ĥf,g : A� B −→ C be
the linear map induced by the bilinear map

hf,g : A×B −→ C, (a, b) 7→ f(a) · g(b).

1. ĥf,g is a *-homomorphism if and only if [f(A), g(B)] = 0.

2. If A, B are unital, then every *-homomorphism h′ : A�B −→ C is given

by ĥf,g for f(a) = h(a⊗ 1) and g(b) = h(1⊗ b).
Proof. 1. By the universal property of the tensor product of vector spaces,

ĥf,g is a linear map. We see that

ĥf,g((a⊗ b)∗)− (ĥf,g(a⊗ b))∗ = (f(a)g(b))∗ − f(a∗)g(b∗).

Since (a∗)∗ = a and (f(a)g(b))∗ = g(b∗)f(a∗), we see that [f(A), g(B)] = 0
is a necessary condition. To see that it is sufficient, note that

ĥf,g((a1 ⊗ b1)(a2 ⊗ b2)) = f(a1a2)g(b1b2) = f(a1)g(b1)f(a2)g(b2)

= ĥf,g(a1 ⊗ b1)ĥf,g(a2 ⊗ b2)

so that ĥf,g is indeed a *-homomorphism.

2. It is easily verified that both f : a 7→ h(a ⊗ 1) and g : b 7→ h(1 ⊗ b) are

*-homomorphisms, and hf,g(a, b) = h(a⊗ b), so that indeed ĥf,g = h.

For general non-unital *-algebras, Proposition 2.6.2 does not necessarily hold:
take for example A = B = C = C as a vector space, for clarity written as Cx1
for a generator x1, with multiplication x1 · x1 = 0, and (λx1)∗ = λx1. Then
take the *-homomorphism

h : A�B −→ C, λx1 ⊗ µx1 7→ λµx1.

Since no nonzero element in C can be expressed as the product of two elements,
we can never have that h(a ⊗ b) = f(a)g(b), so h can never be of the form
described in Proposition 2.6. However, note that the algebraic structure in
this example cannot be made into a C∗-algebra, since that would mean that
‖x∗x‖ = ‖0‖ = 0 = ‖x‖2 for all x.

So from now on, let A and B be unital *-algebras. We now know that *-
homomorphisms h : A�B −→ C correspond exactly to pairs of maps f : A −→
C and g : B −→ C such that [f(a), g(b)] = 0 for all a ∈ A and b ∈ B, according
to the following commutative diagram:

A

A�B C

B

f
iA

h

g
iB
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Here iA denotes the inclusion iA(a) = a⊗ 1, and similarly iB(b) = 1⊗ b. From
this, we can immediately conclude the following:

Proposition 2.7. Let h : A�B −→ C be a *-homomorphism, and let f = h◦iA
and g = h ◦ iB. Let I = ker f and J = ker g. Then

I �B +A� J ⊆ kerh.

Correspondingly, every ideal in A�B contains an ideal of the form I�B+A�J .

Proof. Let
∑
xi⊗yi ∈ I�B+A�J . Since h(

∑
xi⊗yi) =

∑
f(xi)g(yi), and in

each term either f(xi) = 0 or g(yi) = 0, we have that
∑
xi⊗yi ∈ kerh. The last

claim follows from the fact that each ideal is the kernel of a homomorphism.

If C is actually a tensor product itself, with the maps given by the inclusion
into each factor, we can say more.

Proposition 2.8. Let h : A�B −→ A′ �B′ given by f : A −→ A′ ↪→ A′ �B′
and similarly g : B −→ B′ ↪→ A′ �B′. Let I = ker f and J = ker g. Then

kerh = I �B +A� J

Proof. By Lemma A.1, we have that if z ∈ kerh, then it must be a linear
combination of elements xi ⊗ yi where xi ∈ ker f or yi ∈ ker g, proving the
statement.

2.2.1 Completing the algebraic tensor product

Having considered the purely algebraic side in the previous section, i.e. *-
algebras and algebraic tensor products, we now expand our view to C∗-algebras
and the minimal tensor product. First, we note that maps on the algebraic
tensor product can at least be extended to the completion:

Proposition 2.9. Let π1 : A1 −→ B1 and π2 : A2 −→ B2 be *-homomorphisms
between C∗-algebras. Then the homomorphism π1 � π2 : A1 � A2 −→ B1 � B2

extends to a *-homomorphism A1 ⊗A2 −→ B1 ⊗B2.

Proof. The proof is given in [29, Prop. 4.22].

A natural question is now whether Proposition 2.8 can be extended to this
setting. However, it is not at all clear that

kerπ1 ⊗ π2 = kerπ1 � π2. (2.1)

In fact, in [30, Theorem 5] Tomiyama shows that this is true for all π1 *-
homomorphism on A and π2 *-homomorphism on B if and only if A ⊗min B
satisfy a property Tomiyama calls (F). In [20], several equivalent formulations
of this property are given. It could still be possible that while property (F)
might not hold, meaning that not all *-homomorphisms π1 and π2 satisfy (2.1),
that it does hold for the specific projections to the Šilov ideals. However, I am
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not aware of evidence pointing in this direction. So there is no indication that
we might be able to express the Šilov ideal of E⊗F in terms of the Šilov ideals
of the factors.

Instead, we use the quotient maps given by the Šilov ideals; in the next
section, we will construct the Šilov ideal as the kernel of the tensor product of
these quotient maps, which in turn allows us to characterize the C∗-envelope of
the tensor product.

2.3 Identifying the Šilov ideal

For any C∗-algebra A and ideal I ⊆ A, let qI : A −→ A/I be the canonical
quotient map. In this section, we will identify the Šilov ideal of the tensor
product of two operator systems making use of such quotient maps. Let E ⊆ A
and F ⊆ B be concrete operator spaces, where A = C∗(E) and B = C∗(F ). In
the rest of this chapter, I, J and K are the Šilov ideals for E, F , and E ⊗ F
respectively. The goal is to show that the ideal ker qI⊗qJ satisfies the properties
of a Šilov ideal, so that we must have that K = ker qI ⊗ qJ .

2.3.1 Isometric quotient

First, we show that ker qI ⊗ qJ is a boundary ideal. So, using the notation
described above, we wish to show that the map

qker qI⊗qJ : A⊗B −→ A⊗B
ker qI ⊗ qJ

is isometric on E ⊗F . We derive this from the fact that qI ⊗ qJ is isometric on
E ⊗ F since I and J are Šilov ideals, and so in particular boundary ideals.

Lemma 2.10. Let A,B be C∗-algebras, and π : A −→ B a *-homomorphism.
Let E ⊆ A be a closed subspace. If π|E is completely isometric, then so is
qkerπ|E

Proof. Note that the ∗-isomorphism π̂ : A/ kerπ
∼−→ π(A) induced by π satisfies

π = π̂ ◦ qkerπ, meaning that qkerπ = π̂−1 ◦ π. By assumption πE is completely
isometric, and π̂−1 is a *-isomorphism, so in particular it is completely isometric.
So qkerπ|E is completely isometric as the composition of completely isometric
maps.

Lemma 2.11. Let φ : E1 −→ E2 be a completely isometric map. Then its
pushforward φ∗ : CB(F,E1) −→ CB(F,E2) given by f 7→ φ ◦ f is completely
isometric.

Proof. Note that with the induced map

(φ∗)
(n) : Mn(CB(F,E1)) −→Mn(CB(F,E2))
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we can construct the commuting diagram

Mn(CB(F,E1)) Mn(CB(F,E2))

CB(F,Mn(E1)) CB(F,Mn(E2))

(φ∗)
(n)

∼

(φ(n))∗

∼

where we have used the (by definition isometric) bijections given in Lemma 1.18.
We note that

‖(φ(n))∗(f)‖cb = ‖φ(n) ◦ f‖cb = sup{‖(φ(n) ◦ f)(m)‖m | 0 ≤ m}

and

‖(φ(n) ◦ f)(m)‖m = sup{‖φ(nm)(f (m)(x))‖m | x ∈Mm(F ), ‖x‖m ≤ 1}.

Because φ is completely isometric, φ(nm) is isometric, and so ‖(φ(n) ◦f)(m)‖m =
‖f (m)‖m. So (φ(n))∗ is isometric, and (φ∗)

(n) is then the composition of isometric
maps, making it isometric. So φ∗ is completely isometric.

The proof of Proposition 2.12 is based on [5, Sec. 1.5.1].

Proposition 2.12. If φ : E1 −→ E2 and ψ : F1 −→ F2 are complete isometries
between operator spaces, then φ⊗ψ : E1⊗F1 −→ E2⊗F2 is a complete isometry.

Proof. First, note that φ ⊗ ψ = φ ⊗ IF2 ◦ IE1 ⊗ ψ, where IE1 and IF2 is the
identity on E1 and F2, respectively. It therefore suffices to show that φ⊗ IF2

is
a complete isometry.

So let φ : E1 −→ E2 be a complete isometry, and F another operator space.
Then because φ is completely isometric, it induces the completely isometric
pushforward

φ∗ : CB(F ∗, E1) −→ CB(F ∗, E2), f 7→ φ ◦ f.

Using the correspondence in Proposition 2.5, we have the commuting diagram

CB(F ∗, E1) CB(F ∗, E2)

E1 ⊗ F E2 ⊗ F

φ∗

i1

φ⊗IF

i2

Since φ∗ ◦ i1 is completely isometric as the composition of completely isometric
maps, so i2 ◦ φ ⊗ IF is also completely isometric. So φ ⊗ IF is completely
isometric.

Corollary 2.13. Let I, J and K be the Šilov ideals for the operator spaces
E, F and E ⊗ F in A, B and A ⊗ B, respectively. Let qI : A −→ A/I and
qJ : B −→ B/J be the canonical projections. Then

ker qI ⊗ qJ ⊆ K.
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Proof. Since I is a Šilov ideal, we have that qI is completely isometric on E,
and similarly qJ is completely isometric on F . By Proposition 2.12 we have
therefore that qI ⊗ qJ is completely isometric on E ⊗ F . Then by Lemma 2.10
we have that qker qI⊗qJ is completely isometric on E ⊗ F . Since the Šilov ideal
is the maximal ideal for which the quotient is isometric on the operator space,
we must have that ker qI ⊗ qJ ⊆ K.

2.3.2 Maximality

Since the Šilov boundary ideal is the maximal ideal for which the quotient is
isometric on the operator space in question, we now need to show that the
Šilov ideal is included in the ideal ker qI ⊗ qJ . Recall from section 1.4 that
we can characterise the Šilov ideal as an intersection of kernels of boundary
representations. These boundary representations behave nicely with respect to
the minimal tensor product. Let ∂E be the set of boundary representations for
an operator system E.

Lemma 2.14. For E ⊆ A, F ⊆ B as above, we have that σ1 ∈ ∂E and σ2 ∈ ∂F
implies σ1 ⊗ σ2 ∈ ∂(E ⊗ F ).

Proof. This is Lemma 3 in [18].

Note that this means that⋂
σ∈∂(E⊗F )

kerσ ⊆
⋂

(σ1,σ2)∈∂E×∂F

kerσ1 ⊗ σ2.

We will now need some technical results. The proof of Lemma 2.15 is rather
long and technical, but can be found in [26].

Lemma 2.15 (Kirchberg’s slice lemma). Let A, B be C∗-algebras, and let
D ⊆ A⊗B be a hereditary C∗-subalgebra. Then there is a z ∈ A⊗B such that
zz∗ ∈ D and z∗z = a⊗ b for a ∈ A and b ∈ B.

Lemma 2.16. Let A and B be C∗-algebras. Every nonzero ideal I ⊆ A ⊗ B
contains a nonzero elementary tensor a⊗ b for some a ∈ A, b ∈ B.

Proof. Since every ideal is in particular a hereditary C∗-subalgebra, by Kirch-
berg’s slice lemma we can find a z ∈ I such that zz∗ ∈ I and z∗z = a ⊗ b.
Then

a2 ⊗ b2 = (z∗z)2 = z∗zz∗z ∈ z∗Iz ⊆ I

so there is indeed an elementary tensor in I.

The proof of Lemma 2.17 is adapted from [20, Lemma 2.2]. That proof
references [4, Lemma 2.12 (i)], which in turn references a statement in [28].
However, I was not able to precisely locate this statement or its proof in [28], so
instead we prove the statement used in [20, Lemma 2.2] through Lemma 2.16.
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Lemma 2.17. Let A and B be C∗-algebras, and let K and L be families of
ideals in A and B, respectively. Now define

I =
⋂
K∈K

K and J =
⋂
L∈L

L

Then
ker qI ⊗ qJ =

⋂
{ker qK ⊗ qL | (K,L) ∈ K × L}

Proof. For readability, we will write M =
⋂
{ker qK ⊗ qL | (K,L) ∈ K × L}.

• First, we prove the inclusion ker qI ⊗ qJ ⊆ M . For all K ∈ K and L ∈ L,
we have that I ⊆ K and J ⊆ L. So we can apply the isomorphisms
ρ : (A/I)/(K/I)

∼−→ A/K and σ : (B/J)/(L/J)
∼−→ B/L to see that

qK ⊗ qL = (ρ⊗ σ)(qK/I ⊗ qL/J)(qI ⊗ qJ)

so ker qI ⊗ qJ ⊆ ker qK ⊗ qL, proving the inclusion.

• Second, for the inclusion ker qI ⊗ qJ ⊇M, we define the seminorm

N(x) = sup{‖qK/I ⊗ qL/J(x)‖ | (K,L) ∈ K × L}.

on A/I ⊗ B/J . It is easily seen that N(xy) ≤ N(x)N(y) and N(x∗x) =
N(x)2. Note that if N(x) = 0 if and only if x ∈ ker qK/I ⊗ qL/J for all
(K,L) ∈ K × L. In particular we have that kerN is the intersection of
ideals, and so it is an ideal itself.

Note that if [x] ⊗ [y] ∈ A/I ⊗ B/J is nonzero, then there are K and L
such that x 6∈ K and y 6∈ L. But

0 6= qK ⊗ qL(x⊗ y) = (ρ⊗ σ)(qK/I ⊗ qL/J)(qI ⊗ qJ)(x⊗ y)

= (ρ⊗ σ)(qK/I ⊗ qL/J)([x]⊗ [y])

so

N([x]⊗ [y]) ≥ ‖(qK/I ⊗ qL/J)([x]⊗ [y])‖ = ‖qK ⊗ qL(x⊗ y)‖ > 0.

Specifically, kerN does not contain any simple tensors. But by Lemma
2.16 this means that kerN is trivial, and so N is actually a C∗-norm. But
those are unique, so N(x) = ‖x‖ on A/I ⊗B/J .

Finally, as we remarked above, we have

qK ⊗ qL(x) = (ρ⊗ σ)(qK/I ⊗ qL/J)(qI ⊗ qJ)(x).

So if x ∈ M , then the left-hand side is zero for all (K,L) ∈ K × L, and
(qI ⊗ qJ)(x) ∈ ker qK/I ⊗ qL/J for all (K,L) ∈ K × L because ρ ⊗ σ is
injective. We therefore have that

‖qI ⊗ qJ(x)‖ = N(qI ⊗ qJ(x)) = 0,

so x ∈ ker qI ⊗ qJ , so that indeed M ⊆ ker qI ⊗ qJ .
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In conclusion, we have that M = ker qI ⊗ qJ , proving the lemma.

This finishes the heavy lifting: in the following Proposition we simply use that
we know that the Šilov ideal is the intersection of specific kernels, so that we
can apply Lemma 2.17.

Proposition 2.18. Let E ⊆ A and F ⊆ B be concrete operator systems, and
qI and qJ the quotients by their Šilov ideals. Then we have that

ker qI ⊗ qJ =
⋂

(σ1,σ2)∈∂E×∂F

kerσ1 ⊗ σ2.

Proof. Note that for the Šilov ideals I and J we have I = ker qI and J = ker qJ ,
but also that I =

⋂
σ1∈∂E kerσ1 and J =

⋂
σ2∈∂F kerσ2.

For any σ1 ∈ ∂E and σ2 ∈ ∂F , we can apply Proposition 1.4 to induce
*-isomorphisms σ̂i such that σ̂i ◦ qkerσi

= σi, from which we conclude that

ker[qkerσ1 ⊗ qkerσ2 ] = ker[(σ̂1 ⊗ σ̂2) ◦ (qkerσ1 ⊗ qkerσ2)] = kerσ1 ⊗ σ2.

since the tensor product of two *-isomorphism is again a *-isomorphism. We
can now apply Lemma 2.17 to conclude that

ker qI ⊗ qJ =
⋂

(σ1,σ2)∈∂E×∂F

kerσ1 ⊗ σ2

proving the statement.

We can now combine our results with the results of the previous section to
conclude the following:

Proposition 2.19. Let E ⊆ A and F ⊆ B be concrete operator systems, with
corresponding Šilov ideals I and J . Also, let K be the Šilov ideal corresponding
to E ⊗F ⊆ A⊗B. Furthermore, let qI : A −→ A/I and qJ : B −→ B/J be the
canonical projections. Then

K = ker qI ⊗ qJ .

Proof. By Corollary 2.13, we have that ker qI ⊗ qJ ⊆ K. Also, by Lemma 2.14
we have that

{σ1 ⊗ σ2 | (σ1, σ2) ∈ ∂E × ∂F} ⊆ ∂(E ⊗ F ),

so, using Proposition 2.18, we can see that

K =
⋂

σ∈∂E⊗F

kerσ ⊆
⋂

(σ1,σ2)∈∂E×∂F

kerσ1 ⊗ σ2 = ker qI ⊗ qJ

which proves the theorem.
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Theorem 2.20. Let E and F be operator systems. Then

C∗env(E ⊗ F ) ∼= C∗env(E)⊗ C∗env(F )

Proof. Consider E ⊆ C∗env(E), F ⊆ C∗env(F ) and therefore E ⊗F ⊆ C∗env(E)⊗
C∗env(F ). This in particular means that the Šilov ideals of E and F are trivial.
By Proposition 2.19 we then have that the Šilov ideal of E ⊗ F is equal to
ker q0 ⊗ q0 = 0. The result follows directly.

2.4 Propagation number of the tensor product

Because of Theorem 2.20, in order to calculate the propagation number of E⊗F ,
we can consider E ⊗ F ⊆ C∗env(E)⊗ C∗env(F ) as a concrete operator system.

Lemma 2.21. For E ⊆ A and F ⊆ B concrete operator systems. Then

E(n) ⊗ F (n) = (E ⊗ F )(n) ⊆ A⊗B

Proof. First, for (E ⊗ F )(n) ⊆ E(n) ⊗ F (n), we note that(∑
i

e1i ⊗ f1i

)∑
j

e2j ⊗ f2j

 =
∑
i,j

(e1ie2j)⊗ (f1if2j).

So
{x1x2 · · ·xn | xi ∈ E � F} ⊆ E(n) � F (n) ⊆ E(n) ⊗ F (n).

Also, if for 1 ≤ i ≤ n we have that (xij)
∞
j=1 is a sequence converging to xi, then

by continuity of multiplication we have that x1jx2j . . . xnj −→ x1x2 . . . xn as
j →∞. We therefore have that

{x1x2 · · ·xn | xi ∈ E ⊗ F} ⊆ {x1x2 · · ·xn | xi ∈ E � F}.

Since E(n) ⊗ F (n) is closed, we can conclude that

{x1x2 · · ·xn | xi ∈ E ⊗ F} ⊆ E(n) ⊗ F (n).

Conversely, we prove that E(n) ⊗ F (n) ⊆ (E ⊗ F )(n). An element of the
form

∑
i(ei1ei2 . . . ein) ⊗ (fi1fi2 . . . fin) can be seen to lie in the linear span of

elements of the form (ei1 ⊗ fi1)(e2i ⊗ f2i) . . . (ein ⊗ fin) ∈ (E ⊗ F )(n). So also
E(n)�F (n) ⊆ (E ⊗F )(n). The inclusion now follows by noting that (E⊗F )(n)

is closed.

Note also that for m ≥ prop(E), then E(m) = C∗env(E). Using the following
observation, we can answer the principal question of this thesis.

Lemma 2.22. Let A and B be C∗-algebras, and S ( A a proper closed subspace.
Then S ⊗ B ( A ⊗ B is a proper subspace. If T ( B is also a proper closed
subspace, then S ⊗ T ( A⊗B is a proper subspace.
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Proof. Take x ∈ A \ S. Then by the standard separation result for Locally
Convex Spaces (e.g. [9, IV.3.15]) we can find a functional fx ∈ A∗ such that
fx(S) = 0 and fx(x) = 1. Take any b ∈ B nonzero together with fb ∈ B∗ such
that fb(b) = 1. Then fx ⊗ fb : A ⊗ B −→ C ⊗ C ∼= C is again continuous;
however, fx ⊗ fb(x ⊗ b) = 1 and fx ⊗ fb(S � B) = {0}. So by continuity we
have that fx ⊗ fb(S ⊗ B) = {0} and therefore x⊗ b ∈ (A⊗ B) \ (S ⊗ B). The
second statement follows from the fact that a subspace of a proper subspace is
a proper subspace.

Theorem 2.23. Let E and F be operator systems. If prop(E),prop(F ) < ∞
then

prop(E ⊗ F ) = max{prop(E),prop(F )}.

If either prop(E) =∞ or prop(F ) =∞, then prop(E ⊗ F ) =∞.

Proof. If m ≥ max{prop(E),prop(F )}, then we have that

(E ⊗ F )(m) = E(m) ⊗ F (m) = C∗env(E)⊗ C∗env(F )

so prop(E ⊗ F ) ≤ max{prop(E),prop(F )}. Conversely, if we have that m :=
prop(E⊗F ) < max{prop(E),prop(F )}, then either E(m) ( C∗env(F ) or F (m) (
C∗env(F ). So we can use Lemma 2.22 to conclude that E(m)⊗F (m) ( C∗env(E)⊗
C∗env(F ), and conclude that m = prop(E ⊗ F ) < prop(E ⊗ F ), which is a
contradiction. So prop(E ⊗ F ) ≥ max{prop(E),prop(F )}, and we have proven
the theorem.
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Chapter 3

Examples of operator
systems

In this chapter, we will examine some examples of operator systems that arise
from the C∗-algebras C(S1) and C(Ck), i.e. the continuous functions on the
circle and the cyclic group of order k, respectively, with values in C. They
act on L2(S1) and L2(Ck) as multiplication operators. We can use Fourier
theory to ‘truncate’ the C∗-algebras to operator systems: on the one hand,
Fourier theory gives a natural basis for L2(S1) and L2(Ck), and we can project
to subspaces induced by this basis; on the other hand, through Fourier theory
we have the isomorphisms C(S1) ∼= C∗(Z) and C(Ck) ∼= C∗(Ck), and we can
examine elements with restricted support. In [8] Connes and Van Suijlekom
define these operator systems for the S1 case, and introduce an interesting
duality between them, which was recently verified by Farenick in [14]. In this
chapter, we will first discuss their definition and sharpen a result used for the
calculation of the propagation number, after which we will give a reformulated
version of Farenick’s proof of the duality. Finally we extend the definitions to
Ck, derive analogous results in order to calculate the propagation number, and
examine the duality in this context.

3.1 Toeplitz matrices

In general, given a C∗-algebra A ⊆ B(H) represented on a Hilbert space H, we
see that any orthogonal projection P on H induces the operator system PAP ⊆
B(PH). In this section we consider the case A = C(S1), H = L2(S1), where
A acts on H through multiplication, together with projections Pn defined as
follows: let (εi)i∈Z be the orthogonal basis of L2(S1) given through the functions
εi : z 7→ zi. Then we let Pn be the projection onto span{εi | 0 ≤ i ≤ n− 1}. We
define

C(S1)(n) := PnC(S1)Pn ⊆ B(PnL
2(S1)).
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For any f ∈ L2(S1), let f̂ : Z −→ C denote its Fourier transform. Then for

f ∈ C(S1) ⊆ L2(S1) and g ∈ L2(S1) we have f̂g = f̂ ∗ ĝ (here the * denotes
convolution). So in particular

fg =

∞∑
k=−∞

f̂ ∗ ĝ(k)εk.

Additionally, we have that

Png =

n−1∑
k=0

ĝ(k)εk.

We therefore see that we have an isomorphism PnL
2(S1) ∼= Cn given by the basis

ε0, . . . , εn−1. This then in turn induces an isomorphism B(PnL
2(S1)) ∼= Mn,

and we now characterize the image of C(S1)(n) under this correspondence.
Note that we have

P̂ng(k) =

{
ĝ(k) if 0 ≤ k ≤ n− 1

0 otherwise

so

f̂ ∗ P̂ng(k) =

∞∑
j=−∞

f̂(j)P̂ng(k − j) =

n−1∑
j=0

ĝ(j)f̂(k − j)

and

PnfPn(Png) = Pnf(Png) =

n−1∑
k=0

n−1∑
j=0

f̂(k − j)ĝ(j)εk

In other words, in the correspondence induced by the Fourier basis the element
PnfPn corresponds to the matrix

f̂(0) f̂(−1) f̂(−2) f̂(−3) · · · f̂(−n+ 1)

f̂(1) f̂(0) f̂(−1) f̂(−2) · · · f̂(−n+ 2)

f̂(2) f̂(1) f̂(0) f̂(−1) · · · f̂(−n+ 3)

f̂(3) f̂(2) f̂(1) f̂(0) · · · f̂(−n+ 4)
...

...
...

...
. . .

...

f̂(n− 1) f̂(n− 2) f̂(n− 3) f̂(n− 4) · · · f̂(0)


.

Matrices of this form are called Toeplitz matrices, and we will therefore call
C(S1)(n) the operator system of n by n Toeplitz matrices. The identification of
elements in C(S1)(n) with their matrix representation will be made implicitly
throughout this chapter.

We define
ti := PnεiPn ∈ C(S1)(n)

for −n + 1 ≤ i ≤ n − 1, which corresponds to the matrix with 1 on the i’th
diagonal, and 0 everywhere else. From the characterization as matrices it is
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immediately clear that the ti form a basis. Expressed in terms of standard basis
elements ekl in Mn, we have that

ti =
∑
k−l=i

ekl.

3.1.1 Propagation number of the Toeplitz matrices

In [8], Connes and Van Suijlekom calculate the propagation number of C(S1)(n)

by giving a general description of elements of the form titj . In this section we
fill in some details and show that there is a simple relationship between these
types of elements and the standard matrix basis elements ekl.

Note that

titj =
∑
k−l=i

∑
r−s=j

eklers =
∑
k−l=i

∑
r−s=j

δlreks =
∑
k−l=i

∑
l−s=j

eks

=
∑

k−s=i+j
1≤k−i≤n

eks =
∑

k−s=i+j
1≤s+j≤n

eks

where k, l, r and s are understood to run from 1 to n, subject to the condition
under the sum. Specifically, we have

titj−i =
∑
k−s=j

1≤k−i≤n

eks =
∑
k−s=j

1≤s+j−i≤n

eks.

This is just tj , but with some 1’s removed, depending on i and j. Note that
since 1 ≤ k ≤ n and 1 ≤ s ≤ n, we discern six cases:

1. 0 ≤ i ≤ j: here we have titj−i = tj .

2. i ≤ 0 ≤ j: here we have that titj−i has 1’s along the j-diagonal, but the
last −i places actually have a 0.

3. i ≤ j ≤ 0: here we have that titj−i has 1’s along the j-diagonal, but the
last −i+ j places actually have a 0.

4. j ≤ i ≤ 0: here we have that titj−i = tj .

5. j ≤ 0 ≤ i: here we have that titj−i has 1’s along the j-diagonal, but the
first i places actually have a 0.

6. 0 ≤ j ≤ i: here we have that titj−i has 1’s along the j-diagonal, but the
first i− j places actually have a 0.

Applying the transformtation i 7→ j− i we get similar expressions for ti−jti. We
can summarize the multiplication of the Toeplitz basis elements as follows:
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Lemma 3.1. Let {ti}n−1i=−n+1 be the standard basis for n by n Toeplitz matrices.
Then for i ≤ 0 ≤ j and j ≤ 0 ≤ i we have that titj−i is equal to tj with i zeroes
from above, and tj−iti is equal to tj with i zeroes from below (negative amounts
of zeroes are counted from the opposite side). For all other basis elements we
have tatb = ta+b.

This means that to calculate tatb, we do the following: calculate a+ b, and
if either a or b is of opposite sign, we remove the corresponding zeroes from
ta+b (otherwise we simply keep ta+b). We then quickly arrive at the following
characterization.

Proposition 3.2. Let {ti} denote the standard basis for the n by n Toeplitz
matrices, and {ekl} the standard basis for the n by n matrices. Then

ekl = tk−ntn−l + tk−1t1−l − tk−l
There is actually a more intuitive way to think about the multiplication of

the standard Toeplitz matrices ti, which we can more easily generalise later.
Notice that to each operator T ∈ B(L2(S1)) ∼= B(`2(Z)) we can associate the
matrix elements 〈Tεj , εi〉 for i, j ∈ Z, giving us a map mT : Z× Z −→ C. This
can be viewed as an infinite matrix, in the sense that the rows extend infinitely
far to the left and right, and the columns extend infinitely far upwards and
downwards. Given two operators T, S ∈ B(L2(S1)), we have that the matrix
corresponding to the operator TS is indeed given by ‘matrix multiplication’ of
mT and mS , i.e.

mTS(i, j) =
∑
k∈Z

mT (i, k)mS(k, j).

See for example [23, Ex. 3.2.16].
The projection Pn to the subspace spanned by e0, . . . , en−1 ∈ `2(Z) is then

given by the map

mPn
(i, j) =

{
1 if 0 ≤ i = j < n;

0 else.

We can display this in accordance with the traditional notion of a matrix as

...
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0

. . . 0 0 0 0 1 0 0 0 0 0 . . .
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

...

44



Ian Koot Properties of the Propagation number

where the upper left corner of the square is the (0, 0) position, and the lower
right corner is the (n − 1, n − 1) position (in this example we have n = 4).
As can be seen from the discussion at the start of section 3.1, if we see f ∈
C(S1) ⊆ B(L2(S1)) as a multiplication operator, then mf (i, j) = f̂(i− j). For
a cannoncial basis element εi of L2(S1) (which is a continuous function; see the
start of section 3.1) the associated map is given by

mεi(j, k) =

{
1 if j − k = i;

0 else.

As in the finite-dimensional case, for any T ∈ L2(S1) we have that the infinite
matrix associated to εiT is the matrix associated to T , but shifted down i places;
in other words, mεiT (j, k) = mT (j − i, k). Similarly we have mTεi(j, k) =
mT (j, k + i), which corresponds to shifting the matrix i places to the left.

With this we can describe the multiplication of standard Toeplitz basis ele-
ments. Recall that ti = PnεiPn, so titj = PnεiPnεjPn. In general, conjugating
a map by Pn has the effect of setting all matrix elements outside of the square
between (0, 0) and (n − 1, n − 1) to zero. So to calculate the matrix of titj we
start with the matrix for Pn, then shift it i places down and j places to the left,
and restrict the matrix to the square with corners (0, 0) and (n−1, n−1) (since
we make the identification PnL

2(S1) ∼= Cn).
With this intuition we can try to make the standard matrices ekl: we first

shift the matrix of Pn so that the 1’s lie on the k− l’th diagonal and the lowest
1 lies in the (k, l) spot, after which we cut out the square between (0, 0) and
(n− 1, n− 1). Then, do the same, except shift the highest 1 to the (k, l) spot,
and add them to form

0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

+


0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 =


0 1 0 0
0 0 2 0
0 0 0 1
0 0 0 0


(here we have taken the example for k = 1 and l = 2). What remains is to
subtract the full diagonal. Following this recipe indeed gives the formula in
Proposition 3.2.

Theorem 3.3. Let C(S1)(n) ⊆ Mn be the operator system of n by n Toeplitz
matrices. Then C∗env(C(S1)(n)) ∼= Mn and prop(C(S1)(n)) = 2.

Proof. By Proposition 3.2, we have that C∗(C(S1)(n)) = Mn. By Proposition
1.37 we then have that C∗env(C(S1)(n)) = Mn(C). Again by Proposition 3.2, we
see that

(C(S1)(n))◦2 = Mn

so that indeed prop(C(S1)(n)) = 2.
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3.1.2 Block Tensor product

As an application, let us look at block Toeplitz matrices. These are matrices
of the form 

A0 A−1 A−2 · · · A−n+2 A−n+1

A1 A0 A−1 · · · A−n+3 A−n+2

A2 A1 A0 · · · A−n+4 A−n+3

...
...

...
. . .

...
...

An−2 An−3 An−4 · · · A0 A−1
An−1 An−2 An−3 · · · A1 A0


where Ai ∈Mm. In other words, these are matrices A such that

A =

n−1∑
i=−n+1

Ai ⊗ ti ∈Mm ⊗ C(S1)(n).

By theorem 2.23 and theorem 3.3 we can now immediately conclude that

prop(Mm ⊗ C(S1)(n)) = max{1, 2} = 2.

There is an alternative way to verify this: note that we can view a n by n block
Toeplitz matrix with blocks of size m as a nm by nm matrix. It is now easy to
verify that the nm by nm Toeplitz matrices are actualy block Toeplitz matrices:
indeed, for A ∈ Mm ⊗ C(S1)(n), each (Ai)jk appears on exactly 1 diagonal, so
for any Toeplitz matrix B ∈ C(S1)(mn) set (Ai)jk equal to the value of B on
that diagonal. Then we have found matrices Ai such that the block-Toeplitz
matrix A which they compose is equal to B. So indeed

C(S1)(mn) ⊆ C(S1)(n) ⊗Mm ⊆Mnm.

Since clearly E ⊆ F implies E◦n ⊆ F ◦n, we have that

Mnm = (C(S1)(mn))◦2 ⊆ (C(S1)(n) ⊗Mm)◦2 ⊆Mnm

so that indeed prop(C(S1)(n) ⊗Mm) = 2. The same argument also works for
the more narrow definition of block Toeplitz matrices where the blocks are also
assumed to be Toeplitz matrices, i.e. the space C(S1)(n) ⊗C(S1)(m), which by
theorem 2.23 also must have a propagation number of 2.

3.2 The Fejér-Riesz operator system

As another example of an operator system, consider the convolution C∗-algebra
C∗(Z), given as a normed space by `1(Z) and with product

(a ∗ b)i =

∞∑
j=−∞

akbi−k.
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Let supp(a) := sup{|i| | ai 6= 0}. We define the operator system

C∗(Z)(n) := {a ∈ C∗(Z) | supp(a) ≤ n− 1} ⊆ C∗(Z).

As noted in the previous section, through Fourier theory, an element f ∈ C(S1)

actually corresponds to an element f̂ ∈ C∗(Z). Through this correspondence

we see that C∗(Z)(n) is identified with functions of the form
∑n−1
i=−n+1 aiz

i, i.e.
trigonometric polynomials of degree at most n− 1.

Proposition 3.4. The C∗-envelope of C∗(Z)(n) is equal to C∗(Z), and its prop-
agation number is infinite.

Proof. Since C∗(Z) ∼= C(S1) is a commutative C∗-algebra, the traditional no-
tion of the Šilov boundary applies: the Šilov boundary is the minimal set on
which every function in C∗(Z)(n) takes its maximal value (in terms of absolute
value). Note that

cos(2πx) = 1
2 (e2πix + e−2πix)

and
cos(2π(x+ θ)) = 1

2 (e2πiθe2πix + e−2πiθe−2πix).

So for λ = e2πiθ, the function z 7→ 1
2 (λz + λz) takes its maximal value on λ

and −λ (as the cosine function takes its maximal values on 0 and π), and so
all points must lie in the Šilov boundary. So the Šilov boundary ideal is empty,
meaning that C∗env(C

∗(Z)(n)) = C∗(Z). Clearly there are functions in C(S1)
that are not a finite polynomial in z and z−1, so all (C∗(Z)(n))

◦m are strictly
contained in C(S1).

Since positivity in an operator space is defined through positivity in the
C∗-algebra it lies in, we have that a ∈ (C∗(Z)(n))+ if and only if the function

z 7→
∑n−1
i=−n+1 aiz

i is positive. However, in order to describe the operator system
structure, we need to find positive elements in the matrix spaces. For this we
use the following.

Lemma 3.5. We have a *-isomorphism

Mn(C(S1)) ∼= C(S1,Mn)

where the latter is the space of continuous functions from S1 to Mn.

Proof. The isomorphism is given by mapping (fij) ∈Mn(C(S1)) to z 7→ (fij(z)).
The latter is indeed a continuous map, since

‖(fij(x))− (fij(y))‖2 ≤
∑
ij

‖fij(x)− fij(y)‖2

so that by taking x and y close enough, their images lie arbitrarily close. The
inverse is given by mapping f ∈ C(S1,Mn) to (z 7→ f(z)ij) ∈ Mn(C(S1));
indeed,

‖f(x)ij − f(y)ij‖ ≤ ‖(f(x)ij − f(y)ij)‖ = ‖f(x)− f(y)‖
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and the latter can be made arbitrarily small due to continuity of f . It is easily
verified that these are indeed *-homomorphisms.

By this identification we have

Mn(C∗(Z)(m)) ⊆Mn(C∗(Z)) ∼= Mn(C(S1)) ∼= C(S1,Mn)

and for elements of Mn(C∗(Z)(m)) the correspondence looks like

Mn(C∗(Z)(m)) 3 (aij)
m
i,j=1 7−→

(
z 7→

n−1∑
k=−n+1

zk((aij)k)mi,j=1

)

(note that ((aij)k)mi,j=1 is a m by m matrix of complex numbers for each
k ∈ {−n + 1, . . . , n − 1}, so the right hand side is a polynomial with matrix
coefficients). We can now introduce a characterization, originally due to Fejér
and Riesz for H = C (hence the name for the operator system and the theorem).

Theorem 3.6 (Operator Fejér-Riesz). Let H be a Hilbert space, and let Fk ∈
B(H) for k ∈ {−n+ 1, . . . , n− 1} be such that

F (z) =

n−1∑
k=1−n

zkFk ≥ 0

for all z ∈ S1. Then there are operators Gk ∈ B(H) for k ∈ {0, . . . , n− 1} such
that

G(z) =

n−1∑
k=0

zkGk

satisfies G(z)∗G(z) = F (z) for all z.

A proof can for example be found in [11], and is out of the scope of this
thesis. For the interested reader, the proof for H = C in [16] is conceptually
very clear and easy to follow.

3.3 Duality

Examining C(S1)(n) and C∗(Z)(n), we note that both are subspaces of dimension
2n− 1. As such, one might wonder whether there is a relation between the two.
They are certainly not isomorphic (we simply need to look at their propagation
numbers or C∗-envelopes to conclude this), but it turns out that the two are
dual to each other:

Theorem 3.7. For all n ∈ N, we have that C(S1)(n) ∼= (C∗(Z)(n))
d as operator

systems, i.e. they are completely order isomorphic.
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In this section we will prove the result. It was first stated in [8], but only
proven that the two are order isomorphic (instead of completely order isomor-
phic). During work on generalizing the given proof to the completely order
isomorphic case by the author, as luck would have it, [14] was posted, with
precisely the solution to this problem. The results in this section are a largely
along the lines of their proof, presented from a slightly different perspective with
different notation.

First, for T ∈ C(S1)(n), we will write Ti ∈ C for the element on the i’th
diagonal. Through this we will also identify T with the element in C∗(Z)(n)
given by Ti for −n+ 1 ≤ i ≤ n− 1 (and 0 elsewhere). There is then a non-
degenerate pairing

φ : C(S1)(n) × C∗(Z)(n) −→ C , (T, a) 7→
n−1∑

i=−n+1

T−iai = (T ∗ a)0

By abuse of notation, we will denote the map T 7→ φT also as φ. We will show
that this is a complete order isomorphism.

At this point it is important to make some remarks about the notation.
Elements of C(S1)(n) are matrices, but we will often write Ti for the value on
the i-th diagonal as we have done here. Through this, we can also identify T as
an element in C∗(Z)(n). Moreover, we can identify the set

C∗(Z)A(n) := {a ∈ C∗(Z)(n) | a−n+1 = a−n+2 = . . . = a−1 = 0}

with Cn (here the A stands for ‘analytic’, since the set corresponds to those
Laurent polynomials in C(S1) that are analytic on C). We index the entries of
the matrices in Mn(C) and Cn from 0 to n − 1, so that this correspondence is
given by a↔ (ai)

n−1
i=0 .

Lemma 3.8. Let a, b ∈ C∗(Z)A(n) ⊆ C
∗(Z) and T ∈ C(S1)(n). Furthermore, let

φ be the pairing above. Then

φT (b∗ ∗ a) = 〈Ta, b〉.

Proof. As noted above, we have by the associativity and commutativity of the
convolution that

φT (b∗ ∗ a) = (T ∗ b∗ ∗ a)0 = (b∗ ∗ T ∗ a)0 =

n−1∑
i=0

bi(T ∗ a)i

Also, we note that

(Ta)i =

n−1∑
j=0

Tijaj =

n−1∑
j=−n+1

ajTi−j = (a ∗ T )i = (T ∗ a)i

so that indeed

φT (b∗ ∗ a) =

n−1∑
i=0

bi(T ∗ a)i =

n−1∑
i=0

bi(Ta)i = 〈Ta, b〉.
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We will now try to generalize this to the matrix spaces of C(S1)(n) and C∗(Z)(n),

i.e. the spaces C(S1)(n) ⊗Mp and C∗(Z)(n) ⊗Mp (recall from Lemma 2.4 that

these spaces are isomorphic to Mp(C(S1)(n)) and Mp(C
∗(Z)(n))). All algebras

have canonical bases, in which we can express the elements (see Appendix A).
So in general we have

C(S1)(n) ⊗Mp 3 T =

n−1∑
i=−n+1

ti ⊗ Ti =

p−1∑
j,k=0

Tkl ⊗ ekl

for Ti ∈Mp and Tkl ∈ C(S1)(n) and

C∗(Z)(n) ⊗Mp 3 A =

n−1∑
i=−n+1

δi ⊗Ai =

p−1∑
j,k=0

Ajk ⊗ ejk

for Ai ∈ Mp and Ajk ∈ C∗(Z)(n), meaning that A is either a collection of
matrices indexed by Z, or a matrix of sequences in C∗(Z)(n). For example,
since the adjoint is defined as the adjoint on each factor in the tensor product,
we have

(A∗)i = (A−i)∗ and (A∗)jk = (Akj)∗

The map φ induces maps

φ(p) := φ⊗ IMp
: C(S1)(n) ⊗Mp −→ (C∗(Z)(n))

d ⊗Mp

and again, for T ∈ C(S1)(n) ⊗Mp we write φ
(p)
T ∈ (C∗(Z)(n))

d ⊗Mp. So in
particular we have

φ
(p)
T =

p−1∑
j,k=0

φTjk ⊗ ejk,

or in other words, (φ
(p)
T )jk = φTjk .

The standard inclusion C∗(Z)(n) ⊆ C∗(Z) can be generalized to the matrix
algebras, so that we get an induced multiplication, which we shall write as *.
Applying the above we then get for A,B ∈ C∗(Z)(n) ⊗Mp

(A ∗ B)i =
∑
j∈Z
Aj · Bi−j

(A ∗ B)jk =

p−1∑
l=0

Ajl ∗ Blk

Finally, we define the space

Mp(C
∗(Z)(n))

A := {A ∈Mp(C
∗(Z)(n)) | Ajk ∈ C∗(Z)A(n)}
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The isomorphism C∗(Z)A(n)
∼= Cn means that each element Aij associated to an

element A ∈ Mp(C
∗(Z)(n)) corresponds to an element in Cn, which means we

can construct vectors

~Ai =

p−1∑
j=0

Aij ⊗ ej ∈ Cn ⊗ Cp

for 0 ≤ i ≤ n− 1.
Recall from Proposition 1.25 that we have

Mn(E∗)+ = {ψ ∈Mn(E∗) | S[ψ] is a positive functional}.

We can now generalize Lemma 3.8.

Proposition 3.9. Let A,B ∈Mp(C
∗(Z)(n))

A, and T ∈Mp(C(S1)(n). We then
have

S[φ
(p)
T ](B∗ ∗ A) =

p−1∑
i=0

〈T ( ~Ai), ~Bi〉.

Proof. Note that

S[φ
(p)
T ](B∗ ∗ A) =

n−1∑
i,j=0

(φ
(p)
T )ij((B∗ ∗ A)ij) =

p−1∑
i,j=0

φTij ((B∗ ∗ A)ij)

=

p−1∑
i,j=0

p−1∑
k=0

φTij ((B∗)ik ∗ Akj) =

p−1∑
i,j=0

p−1∑
k=0

φTij ((Bki)∗ ∗ Akj)

We now use the fact that we can view Akj and Bki as elements of Cn to invoke
Lemma 3.8 to conclude that

S[φ
(p)
T ](B∗ ∗ A) =

p−1∑
i,j=0

p−1∑
k=0

〈TijAkj ,Bkj〉.

We also note that

〈T ( ~Ak), ~Bk〉 =

p−1∑
i,j=0

〈(Tij ⊗ eij) ~Ak), ~Bk)〉 =

p−1∑
i,j=0

〈TijAkj ,Bkj〉

so that the result follows

Summarizing what we have until now, we see that for any T ∈Mp(C(S1)(n))

we know the action of S[φ
(p)
T ] on elements in Mp(C

∗(Z)(n)) of a specific form,

namely B∗ ∗A with A,B ∈Mp(C
∗(Z)(n))

A. We want to show that φ(p) is posi-

tive, and so we need to show that for positive T ∈Mp(C(S1)(n)) the functional

S[φ
(p)
T ] is positive on positive elements of Mp(C

∗(Z)(n)). Of course every posi-
tive element A in Mp(C

∗(Z)(n)) can be written as B∗ ∗B, since it is in particular
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a positive element of the C∗-algebra Mp(C
∗(Z)), but it would be very conve-

nient if we could choose B ∈ Mp(C
∗(Z)(n))

A so that we can use 3.9. Luckily,
this is precisely what the operator-valued Fejér-Riesz lemma (theorem 3.6) tells
us:

Proposition 3.10. Suppose A ∈ Mp(C
∗(Z)(n))+. Then there exists a B ∈

Mp(C
∗(Z)(n))

A such that
A = B∗ ∗ B.

Proof. We note that A corresponds to a positive element in C(S1,Mp) given by

z 7→
n−1∑

i=−n+1

Aizi.

By the operator-valued Fejér-Riesz lemma, we now have that there exist Bi ∈Mp

for 0 ≤ i ≤ m− 1 such that

n−1∑
i=−n+1

Aizi =

(
n−1∑
i=0

Bizi
)∗(n−1∑

i=0

Bizi
)

=

n−1∑
i=−n+1

(B∗ ∗ B)iz
i

by defining B =
∑n−1
i=0 δi ⊗ Bi ∈Mp(C

∗(Z)(n))
A.

Corollary 3.11. The map φ : C(S1)(n) −→ (C∗(Z)(n))
∗ given by

T 7→

(
φT : a 7→

n−1∑
i=−n+1

T−iai

)

is completely positive.

Proof. For any p ∈ N, let T ∈ Mp(C(S1)(n))+. We need to show that φ
(p)
T

is positive, i.e. that for A ∈ Mp(C
∗(Z)(n)) we have S[φ

(p)
T ](A) ≥ 0. But by

Proposition 3.10 we have that A = B∗ ∗ B for some B ∈ Mp(C
∗(Z)(n)) with

B−i = 0 for i > 0. But then we have

S[φ
(p)
T ](A) =

p−1∑
i=0

〈T ~Bi, ~Bi〉 ≥ 0

because T is assumed to be positive. So indeed, φ(p) is positive, and therefore
φ is completely positive.

Proof of Theorem 3.7. Clearly the map φ is bijective, with inverse

(
f : a 7→

n−1∑
i=−n+1

fiai

)
7→


f0 f−1 · · · f−n+1

f1 f0 · · · f−n+2

...
...

. . .
...

fn−1 fn−2 · f0


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for f ∈ C∗(Z)(n). We need to show that φ is a complete order isomorphism.
The fact that φ is completely positive was shown in corollary 3.11.

We claim that if φ−1 is positive, then it is actually completely positive.
Indeed, if φ−1 is positive, then by Proposition 1.31 we have that (φ−1)d :
(C(S1)(n))d −→ C∗(Z)(n) is positive. But this can be viewed as a positive
map into a commutative C∗-algebra, so that by corollary 1.23 it is actually
completely positive. Now we apply Proposition 1.31 again to conclude that φ−1

is completely positive.
So it remains to be shown that φ−1 is positive. Note that φ−1(φT ) = T by

definition, and every element of (C∗(Z)(n))
d is of the form φT for some T . Note

also that if x ∈ Cn then we can view it as an element of C∗(Z)A(n) through{
xi for 0 ≤ i ≤ n− 1

0 for 1− n ≤ i < 0

(we will write this element as x by abuse of notation). Then x∗ ∗ x is a positive
element in C∗(Z)(n) ⊆ C∗(Z). So if φT is a positive element in (C∗(Z)(n))

d,
then by Lemma 3.8 we have

0 ≤ φT (x∗ ∗ x) = 〈Tx, x〉

and so T = φ−1(φT ) is positive. So φ−1 is a positive map.

3.4 C(Ck)
(n)

The above examples are based on the fact that we can develop Fourier theory on
S1. There is however also a finite Fourier theory on Ck, the cyclic group of order
k, and we can apply the same constructions. For a more in depth introduction
to finite Fourier theory, see for example [27, Ch. 7].

Consider first C(Ck), the continuous functions from Ck to C, and L2(Ck),
the square-integrable functions from Ck to C. Since Ck is a finite discrete space,
any function f : Ck −→ C is in C(Ck) and in L2(Ck). Given some principal
k’th root of unity ζ, it turns out that any function f : Ck −→ C can be written
as

f(n) =

k−1∑
m=0

f̂(m)ζnm

for some function f̂ : Ck −→ C (see [27, Thm. 7.1.2]). In other words, the
functions n 7→ ζmn form a basis for the space L2(Ck).

As in Section 3.1, we can cut off the functions in Fourier space: let H =
L2(Ck), and let εi = (n 7→ ζin) be the Fourier basis. Note that the index set can
be considered to be Ck, with εiεj = εi+j . Define Pn as the orthogonal projection
to the space spanned by ε0, . . . εn−1. We define the operator system

C(Ck)(n) := PnC(Ck)Pn ⊆ B(PnL
2(Ck)) ∼= B(Cn)
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Comparable to the infinite-dimensional case, we have

P̂ng(m) =

{
ĝ(m) for 0 ≤ m ≤ n− 1

0 for n ≤ m ≤ k − 1

so that

f̂Png(m) =

n−1∑
i=0

ĝ(i)f̂(m− i).

Identifying PnL
2(Ck) ∼= Cn means that we can view PnfPn as an element of

the n by n matrices, specifically the matrix

f̂(0) f̂(−1) f̂(−2) f̂(−3) · · · f̂(−n+ 1)

f̂(1) f̂(0) f̂(−1) f̂(−2) · · · f̂(−n+ 2)

f̂(2) f̂(1) f̂(0) f̂(−1) · · · f̂(−n+ 3)

f̂(3) f̂(2) f̂(1) f̂(0) · · · f̂(−n+ 4)
...

...
...

...
. . .

...

f̂(n− 1) f̂(n− 2) f̂(n− 3) f̂(n− 4) · · · f̂(0)


However, note that f̂ : Ck −→ C, so there is a k-periodicity in the diagonals.
Specifically, dimC(Ck)(n) = min{2n − 1, k}. Also, if k = n, then C(Ck)(n) are
actually the circulant matrices. Since there are only k basis vectors in L2(Ck)
we restrict the definition to k ≥ n, because if k < n we cannot construct a space
with n basisvectors to project to.

3.4.1 Propagation number of C(Ck)
(n)

Recall from section 3.1.1 that we can directly express the canonical matrix basis
{ekl} as a linear combination of products of Toeplitz matrices, which allows us
to directly calculate the propagation number. It turns out that we can follow
a similar approach for C(Ck)(n), as we will show in this section. However, the
construction is slightly more involved because not all ti are in C(Ck)(n).

We define basis elements ci = PnεiPn, which can be expressed as

ci =

{
ti + ti+k if − n+ 1 ≤ i < n− k
ti if n− k ≤ i ≤ k − n

We extend the definition of ci by reducing i modulo k to one of the cases above.
An operator T ∈ B(L2(Ck)) defines a map mT : Ck × Ck −→ C through

mT (i, j) = 〈Tεj , εi〉. By composing this map with the projection Z −→ Ck this
then also defines a map mT : Z×Z −→ C, and so we can draw grids to represent
such operators as we did for operators on L2(S1). Note however that this map
is not the infinite matrix for some operator T ∈ B(L2(S1)) because the rows
and columns are not square-summable as was the case in section 3.1.1 (see [23,
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Ex. 3.2.16]). For example, the map Z×Z −→ C associated to Pn ∈ B(L2(Ck))
can be displayed as

...
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0

. . . 0 0 0 0 1 0 0 0 0 1 . . .
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 1

...

where the square has upper left corner (0, 0) and lower right corner (n−1, n−1),
here with n = 4 and k = 5. These infinite ‘matrices’ have a k-periodicity in
both directions, and any square with side k is a fundamental domain. Note
that through the identification PnL

2(Ck) ∼= Cn any operator PnTPn for T ∈
B(L2(Ck)) is also associated to an n by n matrix, which can by found by taking
the infinite matrix as above, and restricting it to the square with corners (0, 0)
and (n− 1, n− 1).

As far as multiplication is concerned, we have

mTS(i, j) = 〈TSεj , εi〉 =
∑
l∈Ck

〈Tεl, εi〉〈Sεj , εl〉 =
∑
l∈Ck

mT (i, l)mS(l, j).

So the multiplying an operator T by εi from the left (where εi is seen as a
multiplication operator) has the effect of shifting the infinite matrix associated
to T i places to the left. Similarly, multiplying by εi from the right has the
effect of shifting the matrix down i places.

So in order to calculate cicj = PnεiPnεjPn, we note that the infinite matrix
associated to εiPnεj is the same as the one associated to Pn, but shifted i places
to the left and j places down. Conjugating with Pn has the effect of setting
all elements in the fundamental domain {(i, j) ∈ Z × Z | 0 ≤ i, j ≤ k − 1} but
outside of {(i, j) ∈ Z×Z | 0 ≤ i, j ≤ n− 1} to zero. When considering cicj as a
finite matrix (i.e. making the correspondence PnL

2(Ck) ∼= Cn) we then restrict
to the square with corners (0, 0) and (n− 1, n− 1).

The main idea of the rest of this section is the following: the difference
between ci+pc−p and ci is only nonzero on the i’th diagonal, and there it is a
sequence of at most k−n ones. With enough of these sequences we can recreate
the partial diagonals ti+pt−p we encountered in section 3.1.1, and use the formula
for the Toeplitz matrices to recreate the standard matrix basis elements eab.

For notational convenience, we define the partial diagonals

ADn(i; a1, a2, . . .)
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as the matrices which are zero everywhere except on the i’th diagonal (here we
count the main diagonal as 0, diagonals below 0 as positive and diagonals above
0 as negative, so that the notation agrees with the start of this section), and on
the i’th diagonal we have ones in the a1’th place, the a2’th place, etc. Here we
count the places from above, and the first place is 1. For example,

AD5(1; 1, 2, 4) =


0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0


In order to simplify notation later on, we will allow ai to be smaller than 1 or
larger than the length of the diagonal; these positions will simply be ignored.
We also define BDn(i; b1, b2, . . .) as the same but counting from below, so

BD5(1; 1, 2, 4) =


0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0


Lemma 3.12. In C(Ck)(n), we have that

ci+pc−p = ci −BDn(i; p− (k − n) + 1, . . . , p)

c−pci+p = ci −ADn(i; p− (k − n) + 1, . . . , p)

c−i−pcp = ci −ADn(−i; p− (k − n) + 1, . . . , p)

cpc−i−p = ci −BDn(−i; p− (k − n) + 1, . . . , p)

for 0 ≤ i ≤ n− 1 and 0 ≤ p ≤ n− |i|.

Proof. We prove the first equation, the rest are proven similarly. Note that

ci+pcp = Pnεi+pPnεpPn = PnεpεiPnεpPn.

Also note that the infinite matrix associated to Pn has sequences of k−n zeroes
on the k · Z diagonals. The matrix associated to εiPn is the same, but shifted
to the left i places. This means that the ones are on the i’th diagonal, on which
there now are k − n zeroes below the (0, 0) to (n− 1, n− 1) square.

We now move the matrix diagonally p places (left and up) to arrive at
εpεiPnε−p: this means that the sequence of k − n zeroes has now shifted p
places into the square with corners (0, 0) and (n − 1, n − 1). So on the i’th
diagonal ci −BDn(i; p− (k − n) + 1, . . . , p) and ci+pc−p agree.

What remains is to check the possible nonzero i − k’th diagonal, which we
have when i ≥ k − n. The i− k’th diagonal is of length n− |i− k| = n− k + i.
But when the matrix is shifted i places left, there are n− (n−k+ i) = k− i ones
left to the upper left of i− k’th diagonal. But k ≥ n, so 0 ≤ p ≤ n− i ≤ k − i,
so we never shift the zeroes into the (0, 0) to (n− 1, n− 1)-square.
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We can rephrase the results in 3.1.1 to see that

ti+pt−p = ADn(i; 1, . . . , n− i− p)
tpt−i−p = BDn(i; 1, . . . , n− i− p)
t−i−ptp = ADn(−i; 1, . . . , n− i− p)
t−pti+p = BDn(−i; 1, . . . , n− i− p)

for i and p positive (note that the i’th diagonal has n−|i| elements, and we shift
in p zeroes). We also note that we can cover a part of the diagonal in multiple
steps, i.e.

BDn(i; 1, . . . , p) =

mp−1∑
j=0

BDn(i; p+ 1− (k − n)(j + 1), . . . , p− (k − n)j)

for mp = dp/(k − n)e (and similarly for ADn). Combining this with Lemma
3.12, we have the following:

Lemma 3.13. Let cj ∈ C(Ck)(n) and tj ∈ C(S1)(n). For 0 ≤ i ≤ n − 1 and
0 ≤ p ≤ n− |i|, define p′ = n− i− p. Then

ti+pt−p =

mp′−1∑
j=0

ci − c−p′−j(k−n)ci+p′+j(k−n)

t−pti+p =

mp′−1∑
j=0

ci − ci+p′+j(k−n)c−p′−j(k−n)

t−i−ptp =

mp′−1∑
j=0

c−i − c−i−p′−j(k−n)cp′+j(k−n)

tpt−i−p =

mp′−1∑
j=0

c−i − cp′+j(k−n)c−i−p′−j(k−n)

where mp′ = d(n− i− p)/(k − n)e.

In particular we have

ti = ti+0t0 =

mn−i∑
j=0

ci − ci−n−j(k−n)cn+j(k−n)

t−i =

mn−i∑
j=1

c−i − c−n−j(k−n)cn−i+j(k−n)

In essence we are now done, because we can now apply Proposition 3.2 to
write every standard matrix-basis element as a linear combination of products
of elements in C(Ck)(n). We summarize this in the following:
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Proposition 3.14. Let 1 ≤ a ≤ n and 1 ≤ b ≤ n. Then

eab =

M1−1∑
j=0

(
ca−b − c−b−j(k−n)ca+j(k−n)

)

+

M2−1∑
j=0

(
ca−b − ca−(n+1)−j(k−n)c−b+(n+1)+j(k−n)

)
− ta−b

for ci the standard basis for C(Ck)(n), and

M1 =

⌈
min{a, b}
k − n

⌉
, M2 =

⌈
n+ 1−max{a, b}

k − n

⌉
This is not a very pretty formula, certainly not as clean as Proposition 3.2,

but the upshot is that we have proven the following:

Proposition 3.15. For n < k ≤ 2n− 1, we have

C∗env(C(Ck)(n)) ∼= Mn and propC(Ck)(n) = 2.

3.5 C∗(Ck)(n) and duality

In the previous sections we generalized C(S1)(n) to C(Ck)(n). We can also
generalize C∗(Z)(n) to C∗(Ck)(n): we simply set

C∗(Ck)(n) := {a ∈ C∗(Ck) | ai = 0 for n ≤ i ≤ k − n} ⊆ C∗(Ck).

Note that C∗(Ck) can be realized as the circulant matrices, which are matrices
of the form 

a0 ak−1 ak−2 · · · a2 a1
a1 a0 ak−1 · · · a3 a2
a2 a1 a0 · · · a4 a3
...

...
...

. . .
...

...
ak−2 ak−3 ak−4 · · · a0 ak−1
ak−1 ak−2 ak−3 · · · a1 a0


In this picture, the C∗(Ck)(n) are those circulant matrices which have a nonzero
strip of width at most 2n − 1 diagonally, together with corresponding nonzero
corners in the upper right and lower left, or alternatively, circulant matrices
which have two strips of width k− 2n+ 1 containing only zeroes parallel to the
diagonal.

Proposition 3.16. For k > 2n− 1, we have that

C∗env(C
∗(Ck)(n)) ∼= C∗(Ck) and prop(C∗(Ck)(n)) =

⌈
k − 1

2(n− 1)

⌉
.
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Proof. Since C∗(Ck)(n) ⊆ C∗(Ck) and since C∗(Ck) is finite-dimensional, we
have that

C∗env(C
∗(Ck)(n)) ∼= C∗(C∗(Ck)(n)) = C∗(Ck)

Note that in C∗(Ck) we have δi ∗ δj = δi+j , and in (C∗(Ck)(n)) we have at
the most extreme δn−1 and δ1−n. For those we have (δn−1)m = δm(n−1) and
(δ1−n)m = δm(1−n). So

(C∗(Ck)(n))
◦m ⊆ C∗(Ck)(m(n−1)+1).

By noting that all basis elements δi can easily be written as a product of m
elements, we see that this is actually an equality.

We also have that C∗(Ck)(n) has elements with support of size at most 2n−1,
while in C∗(Ck) each elements has k entries, so we have that

C∗(Ck)(n) = C∗(Ck)⇐⇒ k ≤ 2n− 1,

or equivalently, k+1
2 ≤ n. Consequently we have

(C∗(Ck)(n))
◦m = C∗(Ck)⇐⇒ k + 1

2
≤ m(n− 1) + 1,

or equivalently, (k+1
2 − 1)/(n− 1) ≤ m. So

prop(C∗(Ck)(n)) =

⌈
k − 1

2(n− 1)

⌉

At this point it is natural to ask whether the duality in section 3.3 also holds
in this finite setting, i.e. if C(Ck)(n) ∼= (C∗(Z)(n))

d. However, there is no hope

for this: first, note that both C(Ck)(n) and C∗(Ck)(n) reduce to trivial cases for

certain k and n. Recall that C(Ck)(n) are the n by n Toeplitz matrices which
a k-periodicity in the diagonals. But if k ≥ 2n− 1, this is no extra requirement
at all. Alternatively, C∗(Ck)(n) are sequences indexed by Ck with a restriction
on elements ai for which n ≤ i ≤ k − n. But if k − n < n, or in other words
k ≤ 2n−1, then there is no such i, and so there are no restrictions on the values
ai. Summarized:

C∗(Ck)(n) = C∗(Ck) for k ≤ 2n− 1

C(Ck)(n) = C(S1)(n) for k ≥ 2n− 1

If we would have C(Ck)(n) ∼= (C∗(Ck)(n))
d for all k and n, then in particular

(C(S1)(n))d ∼= C∗(Ck)(n) for all k ≥ 2n − 1, which is impossible, since those
C∗(Ck)(n) have non-isomorphic operator system structures, which can be con-
cluded from the propagation number.

Even the proof breaks down in a very early stage. Consider the Fejér-Riesz
lemma, which was essential in the proof; it states that any polynomial in z and
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z∗ that is non-negative on the unit circle can be expressed as the modulo-squared
of a polynomial in z with the same degree. However, C∗(Ck) ∼= C(Ck) ∼= Ck
corresponds to maps

n 7→
∑
i∈Ck

aiζ
in

for some principle k’th root of unity. For all k’th roots of unity we have that
ζ−n = ζk−n, so there is no distinction between positive and negative powers
in the polynomials. Even trying to get some zero coefficients for an element in
C∗(Ck)+ is problematic: consider the positive element (1, 1, 1) ∈ C∗(C3), which
is positive because it corresponds to the map

n 7→ 1 + ζn + ζ2n = 3δn0

in C(C3) which is positive. Using the correspondence between C∗(Ck) and the k
by k circulant matrices, we see that the square-modulus of an element in C∗(C3)
is of the form a 0 b

b a 0
0 b a

∗ a 0 b
b a 0
0 b a

 =

 a b 0

0 a b

b 0 a

 a 0 b
b a 0
0 b a



=

 |a|2 + |b|2 ba ab

ab |a|2 + |b|2 ba

ba ab |a|2 + |b|2

 .

But we can never have (1, 1, 1) = (|a|2 + |b|2, ab, ba) because |ab| = |a||b|, so we
would need to find x, y ∈ R such that x2 + y2 = 1 and xy = 1, which doesn’t
exist.

One might wonder about the reason that the duality does hold for S1 and Z,
but does not hold for Ck. One interesting remark in this regard is the following:
the space

H2 := {f ∈ L2(S1) | f̂(n) = 0 for n < 0}

is called the Hardy space, and for φ ∈ L∞(S1) we call the operator PH2φ|H2 a
Toeplitz operator, where φ acts as multiplication operator and PH2 is the projec-
tion to H2. Murphy notes in [21, Ch. 3, Addenda] that the theory of Toeplitz
operators generalizes to the setting of ordered groups and their Pontryagin du-
als, where ordered groups are Abelian groups with a partial order such that
x ≤ y implies x+ z ≤ y+ z. He also notes that such an order exists if and only
if the Pontryagin dual Ĝ is connected. This is the case in the setting for which
we do have a duality, because Ẑ = S1 is connected, and it is not the case in the
setting for which we do not have a duality, because Ĉk = Ck is not connected.
Sadly there was no time left during the writing of this thesis to investigate the
connection with the operator systems discussed in this chapter.
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Chapter 4

Outlook

We finish this thesis with an outlook to possible avenues through which the
results of this thesis might be extended, and obstacles that need to be overcome
to do so.

I think that the most obvious way to proceed would be trying to generalize
Theorem 2.20 and Theorem 2.23 to non-unital operator systems. As noted in
section 1.5, a proof of this would directly show that if E ⊗K ∼= F ⊗K, then

prop(E) = prop(E ⊗K) = prop(F ⊗K) = prop(F ).

In other words, it would provide a very clear and direct proof of the fact that
the propagation number is invariant under stable equivalence (although this
has already been proven in [8]). Another reason to investigate this possibility
is that the concepts used in the proof of Theorem 2.20 do not seem to rely
on the unitality of the operator system in an essential way. In [8] Connes and
van Suijlekom define a generalization of the C∗-envelope for the definition of a
non-unital operator system given by Werner in [31], and prove that it always
exists. If the theory of Šilov boundary ideals translates to this setting, then
the proof would probably go through. Additionally, for proving Theorem 2.23
once Theorem 2.20 is known, the argument carries over verbatim to a nonunital
setting.

Alternatively, an effort could be made to investigate the validity of Theorem
2.20 and Theorem 2.23 for other tensor norms than the minimal tensor norm.
Here the way to proceed seems less obvious: Lemma 2.14 and Lemma 2.15
rely in a seemingly essential way on the fact that the minimal tensor norm for
E ⊆ B(H) and F ⊆ B(K) is given by the induced norm from B(H ⊗ K).
The proof of Corollary 2.13 is built upon the completely isometric inclusion
E ⊗ F ↪→ CB(E∗, F ); clearly if this holds for any other tensor norm then it
must equal the minimal one.

In this thesis we also discussed some examples of operator systems and the
possible dualities between them, in order to get an idea of how the propagation
number behaves under dualities. The results of this discussion are displayed
in Table 4.1. The C∗-envelopes and propagation numbers are calculated in
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envelope propagation number dual

C(S1)(n) Mn 2 C∗(Z)(n)
C(Ck)(n) Mn 2 ?
C∗(Z)(n) C∗(Z) ∞ C(S1)(n)

C∗(Ck)(n) C∗(Ck)
⌈

k−1
2(n−1)

⌉
?

Table 4.1: An overview of the properties derived in this chapter.

Theorem 3.3, Proposition 3.15, Proposition 3.4 and Proposition 3.16, and the
duality between C(S1)(n) and C∗(Z)(n) is proven in section 3.3. The duals of

C(Ck)(n) and C∗(Ck)(n) are currently unknown, but as explained in section 3.5,

they are definitely not dual to each other, as C(Ck)(n) 6= C(S1)(n) only for
k ≤ 2n− 1, while C∗(Ck)(n) 6= C∗(Ck) only for k > 2n− 1.

In general, the dual construction seems to be quite subtle. For example, in
[6, Thm 5.6] it is shown that for E and F operator spaces, we have that (E⊗F )d

is isomorphic to the completion of Ed �F d with respect to the maximal tensor
norm (in this setting also often called the projective tensor norm). As remarked
above, the relationship between the propagation number and the maximal ten-
sor product is still unclear, and if there is no simple relationship, then there
would also likely be no simple relationship between the propagation number
and the dual operator system. Another reason why the dual operator system
is less likely to be well-behaved with respect to the propagation number is the
fact that we defined it using the abstract characterization of operator systems.
Theorem 1.16 guarantees a concrete embedding for the dual operator system,
but it in general doesn’t guarantee that this embedding is somehow related to
the original embedding. Effros and Ruan construct a concrete representation for
the dual operator space in [12, p. 46], so perhaps a similar construction could be
applied to operator systems. Perhaps the Šilov ideal can then be characterized
concretely.

Finally, by further investigating the duals to C(Ck)(n) and C∗(Ck)(n), one
might be able to find counterexamples to the hypothesis that the propagation
number of the dual operator system can be expressed as a function of the original
operator system. If it turns out that the dual to C(Ck)(n) does not have a
propagation number of ∞, then clearly the propagation number of the dual is
not only determined by the propagation number of the original. I think that
this is the approach that is most likely to resolve this question.
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Tensor product of vector
spaces

In this appendix we recall the basics for the tensor product of vector spaces.
In a very abstract sense, the tensor product of two vector spaces V and W

(or modules over rings in general, see [7, Ch. 15]) is a vector space V �W with
bilinear map ⊗ : V ×W → V �W with the universal property that any bilinear
map f : V ×W −→ X to any vector space X factors as f(v, w) = f̂(v ⊗ w)
(here we denote ⊗(v, w) = v ⊗ w).

However, this can be realised as a concrete construction: for this we take the
free vector space over all pairs (v, w) and take the quotient space with respect
to the space spanned by the vectors

(λv1 + µv2, w)− λ(v1, w) + µ(v2, w) for v1, v2 ∈ V,w ∈W,λ, µ ∈ C (A.1)

(v, λw1 + µw2)− λ(v, w1) + µ(v, w2) for v ∈ V,w1, w2 ∈W,λ, µ ∈ C. (A.2)

For the image of (v, w) under this quotient we write v ⊗ w.
We can think of V � W as the space of all finite linear combinations of

elements of the form v ⊗ w, keeping in mind the fact that ⊗ is bilinear. Note
that there are many ways of representing an element in x ∈ V �W as a finite
linear combination

∑
i vi ⊗ wi; the minimal number of such terms is called the

rank of the tensor, and elements of rank 1 (i.e. elements that can be written
as v⊗w) are called simple tensors. Note that for each linear map φ : V → C
and ψ : W → C we can construct the bilinear map (v, w) 7→ φ(v)ψ(w). So
if
∑
i vi ⊗ wi = 0, and the vi and wi are linearly independent, then take a

linear map φi for each i that is nonzero only on vi, and ψi for each i that is
nonzero only on wi; since

∑
i vi⊗wi = 0 we must have that

∑
i φj(vi)ψk(wj) =

φj(vj)ψk(wk) = 0, which is a contradiction. So if
∑
vi⊗wi = 0, then either the

vi or the wi must be linearly dependent.
A nice fact about linear maps on the tensor product of vector spaces which

follows from this is the following:
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Lemma A.1. For linear maps f : X1 −→ X2 and g : Y1 −→ Y2, if f �g(z) = 0
for z ∈ X1 � Y1 then there are xi ∈ X1 and yi ∈ Y1 such that z =

∑
i xi ⊗ yi

and f � g(xi ⊗ yi) = 0 for all i.

Proof. We claim that if
∑n
i=1 f(xi)⊗g(yi) with x1, . . . , xn linearly independent

over ker f , then g(yi) = 0 for all yi. We prove this by induction on n.
For n = 1 this is true because f(x1)⊗ g(yi) = 0 with x1 not in ker f means

that g(yi) = 0. Given arbitrary n ≥ 2, assume that the claim holds for n−1. Let
x1, . . . , xn be linearly independent over ker f , and

∑n
i=1 f(xi)⊗g(yi) = 0. Then

either the f(xi) or the g(yi) are linearly independent; the former is impossible
since no linear combination of xi can lie in ker f . So without loss of generality,
write g(ym) =

∑m−1
i=1 λig(yi). Then

m∑
i=1

f(xi)⊗ g(yi) =

m−1∑
i=1

f(xi + λixm)⊗ g(yi).

Note, however, that the xi + λixm are still linearly independent over ker f , and
so by the induction hypothesis we have g(yi) = 0 for 1 ≤ i ≤ m − 1, and
therefore also g(ym) = 0.

By Lemma 2.1 in [15] every z ∈ X1�Y1 can be represented as z =
∑m
i=1 xi⊗

yi +
∑n
i=1 x

′
i ⊗ y′i with xi linearly independent over ker f and x′i ∈ ker f . But

then if f � g(z) = 0 we have

0 = f � g(z) =

m∑
i=1

f(xi)⊗ g(yi)

so that by the above claim we see that g(yi) = 0. So we have found the desired
expansion of z.

If W is finite-dimensional, with basis e1, . . . em, then any element in V �W
is of the form

n∑
j=1

vj ⊗ wj =

n∑
j=1

m∑
i=1

(wj)ivj ⊗ ei =

m∑
i=1

 n∑
j=1

(wj)ivj

⊗ ei
:=

n∑
i=1

v′i ⊗ ei.

So in some sense the elements of V �W are vectors in W with coefficients in
V . In particular, we have that we can identify V �Mn

∼= Mn(V ) through

n∑
k,l=1

vkl ⊗ ekl ↔ (vkl)
n
k,l=1

where ekl are the canonical basis elements for Mn, i.e. matrices with a 1 in the
(k, l) spot, and zeroes everywhere else.
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If V and W are Hilbert spaces, then there is a natural inner product on
V �W , namely given on simple tensors by

〈v1 ⊗ w1, v2 ⊗ w2〉 := 〈v1, v2〉 · 〈w1, w2〉

It is easily verified that this is indeed an inner product, and we shall denote the
completion of V �W with respect to this norm as V ⊗W , which is then again
a Hilbert space.
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